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1 – Introduction 

The Organizing Committee of SYMCOMP 2025 – 7th International Conference on Numerical and 

Symbolic Computation: Developments and Applications warmly welcomes all participants and 

acknowledges the invaluable contributions of the authors, which are essential to the success of this 

event. 

About SYMCOMP 2025 

This Seventh International Conference on Numerical and Symbolic Computation is promoted by 

APMTAC (Associação Portuguesa de Mecânica Teórica, Aplicada e Computacional) and organized 

under the framework of IDMEC (Instituto de Engenharia Mecânica, IST, Universidade de Lisboa). 

As an ECCOMAS Thematic Conference, SYMCOMP 2025 aims to bring together academic and 

scientific communities engaged in Numerical and Symbolic Computation across diverse fields, 

fostering collaboration and knowledge exchange. 

Main Goals of SYMCOMP 2025 

 To establish the state of the art and highlight innovative applications of Numerical and 

Symbolic Computation in various disciplines, including Engineering, Physics, Mathematics, 

Economics, Management, Architecture, and more. 

 To promote the exchange of ideas and the dissemination of research within the broad scope 

of Numerical and Symbolic Computation. 

 To encourage the participation of young researchers in scientific conferences. 

 To facilitate networking among APMTAC members (Portuguese Society for Theoretical, 

Applied, and Computational Mechanics) and other scientific organizations dedicated to 

computation, while also fostering new memberships. 

A Call for Engagement 

We invite all participants to maintain a proactive and collaborative spirit, engaging in discussions, 

exchanging ideas, exploring research topics, and seeking future partnerships to advance the field. 

Acknowledgments 

The Organizing Committee of SYMCOMP 2025 extends its deepest gratitude to all colleagues 

involved in the Scientific Committee, Advisory Committee and Secretariat for their dedication and 

cooperation. We hope everyone has enjoyed contributing to this project, which we are confident will 

continue to thrive in the future. Our thanks to you all. 

Amélia Loja (IDMEC – IST; ISEL-CIMOSM), Joaquim Barbosa (IDMEC - IST; ISEL-CIMOSM), André 

Carvalho (IDMEC – IST; ISEL-CIMOSM), Inês Barbosa (IDMEC – IST; ISEL-CIMOSM), Ana Martins (ISEL-

CIMOSM; ISEL-CIMA, DM) and José Alberto Rodrigues (ISEL-CIMOSM; ISEL-CIMA, DM)  
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SPONSORS 

ECCOMAS – European Community on Computational Methods in Applied Sciences 

APMTAC – Associação Portuguesa de Mecânica Teórica, Aplicada e Computacional, 

(Portuguese Society for Theoretical, Applied and Computational Mechanics), ECCOMAS 

Member Association; 

IDMEC – IST , LAETA – Instituto de Engenharia Mecânica, Laboratório Associado de Energia, 

Transportes e Aeroespacial (Mechanical Engineering Institute/Associated Laboratory for 

Energy, Transports and Aeronautics); 

ISEL - IPL— Lisbon School of Engineering, Polytechnic University of Lisbon 

CIMOSM—Research Centre on Modelling and Optimization of Multifunctional Systems, ISEL 

- IPL 

WOLFRAM RESEARCH 

 

ORGANIZING INSTITUTION: 

IDMEC/LAETA – Instituto de Engenharia Mecânica/Laboratório Associado de Energia, 

Transportes e Aeroespacial (Mechanical Engineering Institute/Associated Laboratory for 

Energy, Transports and Aeronautics). 

 

GENERAL INFORMATION 

SECRETARIAT 

Maria José Branquinho 

IDMEC - IST – Instituto de Engenharia Mecânica 

CPM - Centro de Projecto Mecânico 

Av. Rovisco Pais, 1, 1049 - 001 Lisboa 
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Email: mariabranquinho@tecnico.ulisboa.pt   Tel: (+351) 218417351 

 

 

Registration on SYMCOMP2025 

Until Monday, 31/03/2025 

 

 

PLACE OF THE EVENT 

ISEL – Instituto Superior de Engenharia de Lisboa, Edifício C, Auditório Eng. Ferreira Cardoso, 
Rua Conselheiro Emídio Navarro, 1, 1959-007 Lisboa. 

https://maps.app.goo.gl/oYoAQysPfY9JcZAT9  

 

 

 

 

 

 

 

 

 

 

Coffee break  

Coffee break will take place at the Conference hall and is open to all the participants. We ask 
you please to use always your identification.  
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Lunches 

The lunch will take place at restaurant located at ISEL – Instituto Superior de Engenharia de 
Lisboa, Edifício A . Rua Conselheiro Emídio Navarro, 1, 1959-007 Lisboa 

https://maps.app.goo.gl/FfTKJpDfhBZ2kpmF8  

 

 

 

 

 

 

 

Conference dinner 

The Conference dinner will take place at the restaurant of Jupiter Lisboa Hotel, Avenida da 
República, 46,  1050-195 Lisboa, Thursday, 20:00h. 

Link: https://maps.app.goo.gl/ArkJ8tVgqB9E4aUp9  

Wolfram/Alpha Pro Awards will be delivered during the dinner. 

Participants should arrive there by their own.  

Further details will be provided during the conference. 
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Oral – In-person presentation  

Online – Online live 

 

THURSDAY, APRIL, 10 

 

ISEL – Lisbon School of Engineering -Building C  

 

 

OPENING CEREMONY: 08:15 – 08:25 – (Room A) 

 

SP 01 

Oral 

PLENARY SESSION I (Room A) – CHAIR: Prof. Amélia Loja 
 

Joining by Forming of Busbars for Electric Distribution Systems 

Professor Paulo Martins, Instituto Superior Técnico, Universidade de Lisboa 

08:30 - 09:15 

 

 

ID 
A06 
IL01 

Online 

INVITED LECTURE I (Room A) – CHAIR: Prof. Ana Neves 
 

Higher Order Equivalent Layer-wise Theory for Multifield Analysis of 
Curved Laminated Structures 

 
Prof. F. Tornabene, Dr. M. Viscoti and Prof. R. Dimitri 

University of Salento, Lecce, Italy 

 

09.20 - 09.50 

 

 

SESSION I (Room A): Computation Techniques in Fluid Flows and Control 

CHAIR: Prof. Aleksandr Cherniaev and Prof. Christina Katsamaki 

09:50 – 10:50 

ID COMMUNICATION TITLE AUTHORS 

A01 

Oral 
Implementation of an SPH Solver for Quasi-Incompressible Fluids in 
JULIA 

Aleksandr Cherniaev 

A53 

Online 
Optimizing Hypersonic Intakes Through 1D-Based Design Exploration 
and Multi-Objective Surrogate Modeling 

Ibrahim Gül, Bayram 

Celik  

A60 

Oral 
Some Computational Tools for Solving a Selection of Problems in 
Control Theory 

Christina Katsamaki, 

Alexander Demin, 

Fabrice Rouillier 
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THURSDAY, APRIL, 10 

 

ISEL – Lisbon School of Engineering -Building C  

 

 

SESSION II (Room B): Algebras Structures and Graphic Topology 

CHAIR: Prof. Ana Martins 

09:50–10:50 

ID COMMUNICATION TITLE AUTHORS 

A22 

Online 
Study of Combinatorial Structures Associated with TORTKARA Algebras Jesús Baena 

A32 

Online 
Some Results on Graphic Topology Defined on Tournaments 

Inés Mora-Caro, 

Desamparados 

Fernández-Ternero 

A08 

Online 

Computational Treatment of the Hierarchy of General and Evolution 

Algebras 

Adolfo Vázquez Ruiz, 

Rafael Vázquez Ruiz, 

Juan Núñez Valdés 

 

 

COFFEE BREAK (10:50 – 11:10) 

 

 

SESSION III (Room A): Computational Mechanics I 

CHAIR: Prof. Miguel Neves and Prof. André Carvalho 

11:10 – 12:30 

ID COMMUNICATION TITLE AUTHORS 

A13 

Oral 
Moment Integration Scheme for Higher-Order Virtual Elements In 
Inelastic Problems 

Yongbin Choi, 

Tobias Bode, 

Philipp Junker 

A14 

Oral 
Automating the Derivation of Equations for 1D Mass-Spring-Damper 
Models in Matlab 

Miguel Neves 

A51 

Oral 
Damping from Thermoelasticity in Structures Under Torsional Loading André Carvalho 

A67 

Oral 
A Spring-cable Multibody Model for Energy Absorbing Structures in 
Railway Vehicle Crashworthiness 

João Milho, David 

Bronze 

 

 

 

 

LUNCH (12.30-14.00) 
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ISEL – Lisbon School of Engineering -Building C  

 

ID 
IL02 

Online 

INVITED LECTURE II (Room A) CHAIR – Prof. Amélia Loja  

. 

Agentic AI in Healthcare: a New Era Has Arrived 
 

Dr. Eva Sousa, University of Hull, Hull, United Kingdom 

 

14.00 - 14.30 

 

 

SESSION IV (Room A): Efficient Numerical Schemes for Singular 

Problems 

CHAIR: Prof. Luísa Morgado and Prof. Luís Ferrás 

14:35 – 15:35 

ID COMMUNICATION TITLE AUTHORS 

A36 

Oral 
Numerical Simulation of Current Flows in Disordered 
Materials 

Lara Carvalho, G. Carvalho, Luís 

Ferrás, Magda Rebelo, Luís 

Morgado, Maria Morgado 

A55 

Oral 
Time-fractional Advection-diffusion Model for Transient 
Currents in Disordered Materials 

Luís Morgado, Luísa Morgado, 

Luís Ferrás, Anselmo Falorca 

A31 

Oral 
An IMEX Method for Nonlinear Time-fractional Diffusion 
Equations 

Magda Rebelo, Luís Ferrás, 

Luísa Morgado, Luís Morgado 

 

 

SESSION V (Room B): Orthogonal Polynomials, Special Functions 

and Applications 

CHAIR: Prof. Zélia Rocha and Prof. Teresa Mesquita 

14:30–15:30 

ID COMMUNICATION TITLE AUTHORS 

A09 

Oral 

On Connection Coefficients of D-Orthogonal Polynomials in 

Terms of Orthogonal Polynomials 

Teresa Mesquita, Zélia da 

Rocha 

A10 

Online 

On Generating Functions of Some Perturbations of a Second-

Order Self-Associated Orthogonal Sequence: An Approach 

Based on Symbolic Computations 

Zélia da Rocha 

A38 

Online 

Symbolic Computation Applied in the Context of Quantum 

Calculus 
Ângela Macedo 

 

 

 

COFFEE BREAK (15:30 – 15:50) 
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THURSDAY, APRIL, 10 

 

ISEL – Lisbon School of Engineering -Building C  

 

 

SESSION VI (Room A): Efficient Numerical Schemes for Singular 

Problems 

CHAIR: Prof. Magda Rebelo and Prof.Luís Ferrás  

15:50 – 17:10 

ID COMMUNICATION TITLE AUTHORS 

A33 

Oral 
Finite Difference Schemes for Couette flows with Generalised 
Integral Viscoelastic Models 

Elias Silva, Magda Rebelo, Luís 

Ferrás, Luís Morgado, Maria 

Morgado 

A35 

Oral 
Finite Difference Methods for Fractional K-BKZ Models 

Gonçalo Carvalho, L. Carvalho, 

Luís Ferrás, Magda Rebelo, Luís 

Morgado, Luísa Morgado 

A39 

Oral 
Adaptive Mesh Algorithms for Distributed-Order Differential 
Equations 

Maria Morgado, Luís Morgado, 

Luís Ferrás, Magda Rebelo 

A42 

Oral 
Influence of Relaxation Functions on Viscoelastic Data Fitting: 
A Parameter Analysis 

Luís Ferrás, Maria Morgado, 

Magda Rebelo, Luís Morgado 

 

 

SESSION VII (Room B): Applications in Health Sciences and 

Technologies: Numerical Computation Developments 

CHAIR: Prof. Lina Vieira and Prof. Margarida Ribeiro  

15:50 – 17:10 

ID COMMUNICATION TITLE AUTHORS 

A19 

Oral 
Measuring Thoracic Muscle by Chest CT to Foresee Sarcopenia 
in Post-Covid 19 Patients 

Maria Margarida Ribeiro 

A20 

Oral 
Amputations in Diabetics: Statistical Modeling and Trends in 
Portugal (2000–2023) 

Elisabete Carolino 

A30 

Oral 
Advanced Imaging of Parkinson’s: Evaluating the Striatum and 
Substantia Nigra with Datscan Spect and T2W MRI 

Luís Mesquita, Margarida 

Ribeiro, Lina Vieira 

A54 

Oral 

Mathematical Modeling of Metabolic Reprogramming and 
Therapeutic Strategies in Non-Small Cell Lung Cancer: A Flux 
Balance and Variability Analysis Approach 

José Rodrigues, Jacinta Serpa, 

João Lopes, Cindy Mendes, Luís 

Gonçalves 

 

 

 

 

 

CONFERENCE DINNER – 20.00H 
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FRIDAY, APRIL, 11 

 

ISEL – Lisbon School of Engineering -Building C  

 

SP 02 

Oral 

PLENARY SESSION II (Room A) – CHAIR: Prof. Amélia Loja 
 

Developments in multimodal large language models 

Professor Arlindo Oliveira, Instituto Superior Técnico, 

Universidade de Lisboa 

08:30 - 09:15 

 

 

ID 
A04 
IL03 

INVITED LECTURE III (Room A) – CHAIR: Prof. Amélia Loja 
 

Incidence of Reputational Periodicity 

Prof. Peter Mitic (University College London) 

 
09.20 - 09.50 

 

 

ID 
IL04 

INVITED LECTURE IV (Room A – CHAIR: Prof. Cláudia Casaca 
 

Porous Burners: a Review of Modeling Approaches and Applications 

in the Energy Transition 

Prof. Isabel Malico (University of Évora) 

 

09.55 - 10.25 

 

 

COFFEE BREAK (10:30 – 10:50) 

 

SESSION VIII (Room A): Simulation and Optimization of Fluid Flow, Heat 

and Mass Transfer 

CHAIR: Prof. Isabel Malico and Prof. Cláudia Casaca 

10:50 – 11:50 

ID COMMUNICATION TITLE AUTHORS 

A11 

Oral 
CFD Analysis of Jet Deflection in Thermal Recuperative Incinerators 

Francisco Zdanowski, 

Isabel Malico 

A23 

Oral 
Preliminary Simulation Results of a Molten Salt Thermal Storage Tank 
for Concentrated Solar Power 

Júnior Mané, Isabel 

Malico, N. Domingues, 

P. Horta, Radia El Cadi. 

A40 

Oral 
A Machine-Learning–based Framework for Efficient Turn-down Ratio 
Determination in Porous Burners 

Sérgio Costa, Isabel 

Malico, Fernando 

Janeiro 
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FRIDAY, APRIL, 11 

 

ISEL – Lisbon School of Engineering -Building C  

 

SESSION IX (Room B): Fractional Differential Equations 

CHAIR: Prof. José Alberto Rodrigues  

10:50 – 11:50 

ID COMMUNICATION TITLE AUTHORS 

A15 

Online 
Operator Techniques for The Solution of Caputo Fractional 
Differential Equations 

Inga Telksniene 

A25 

Online 
The Operational Spectral Tau Method to Approximate 
Solution of Functional Differential Equations 

José Matos, Paulo Vasconcelos, 

José Matos 

A26 

Online 
Doing Fractional Calculus in the Tau Toolbox 

José Matos, Paulo Vasconcelos, 

José Matos 

A37 

Online 
Grüss Type Inequalities Within the General Quantum Calculus José Luis Cardoso 

 

 

SESSION X (Room A): Sustainability and Digital Twins  

CHAIR: Prof. Rui Ruben and Prof. João Milho 

11:50–12:30 

ID COMMUNICATION TITLE AUTHORS 

A52 

Oral 
How Teaching Methods Can Influence the Carbon Footprint 

Rui Ruben, Luís Coelho, Judite 

Vieira, Marcelo Gaspar, Paulo 

Carvalho, Hachimi Abba, Jorma 

Sateri, Christian Gotz 

A59 

Oral 

A Finite Element Model to Study Posterior Malleolus Surgery 

Approach 

Guilherme Lopes, Rui Ruben, 

Inês Barbosa, Joana Contente, 

Sofia Dantas 

 

 

SESSION XI (Room B): Computational in Operator Theory and 

Optimization 

CHAIR: Prof. Ana Martins 

11:50 - 12:20 

ID COMMUNICATION TITLE AUTHORS 

A61 

Online 

Symbolic Computation Applied to Function Factorization 

Concept: The Rational Scalar Case 

Ana Conceição, Jéssica Pires, 

Celestino Coelho 

A62 

Online 

Computational Analysis of Levenberg-Marquardt Method in 

Nonlinear Least Squares Problems 

Ana Conceição, Vasco Ricardo, 

Celestino Coelho 

 

 

LUNCH (12.30-14.00) 
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FRIDAY, APRIL, 11 

 

ISEL – Lisbon School of Engineering -Building C  

 

ID 
IL05 
Oral 

INVITED LECTURE V (Room A) – CHAIR: Prof. João Milho 

Meshless Methods in Mechanics and Biomechanics: Current and Trend 
Applications  

Prof. Jorge Belinha, INEGI, ISEP – School of Engineering, Polytechnic of Porto 

 

14.00 - 14.30 

 

 

SESSION XII (Room A): Machine and Deep Learning Techniques Applied to 

Computational Mechanics 

CHAIR: Prof. Jorge Belinha and Prof. Inês Barbosa 

14:30 – 15:30 

ID COMMUNICATION TITLE AUTHORS 

A16 

Oral 
Neural Networks to Surrogate Bone Remodelling Analysis in the 
Calcaneus 

Jorge Belinha, Ana 

Pais, Fernando 

Alves 

A17 

Online 
A Convolutional Neural Network to Generate Unit Cell Geometries with 
Target Elastic Properties 

Ana Pais, Jorge 

Lino Alves, Jorge 

Belinha 

A18 

Oral 
Structural Topology Optimization of the Wheel's Spokes of NASA's 
Perseverance Rover Using an Advanced Discretization Technique 

Daniel Rodrigues, 

Jorge Belinha, Jure 

Trdin  

 

 

SESSION XIII (Room B): Artificial Intelligence Applications to 

Healthcare Datasets 

CHAIR: Prof. Inês Barbosa and Prof. Eva Sousa 

14:30–15:30 

ID COMMUNICATION TITLE AUTHORS 

A02 

Online 

Synthetic Microscopic Platelets Images Generation Using 

Wgan-gp 

Itunuoluwa Abidoye, Frances 

Ikeji, Charlie A.Coupland, 

Simon D. Calaminus, Eva Sousa 

A12 

Online 

A Pilot Study on Fine-Tuning Named Entity Recognition for 

Clinical Tag Extraction Using Pretrained Language Models: the 

Tut-all Experience 

Adeyemi Victor Gbadamosi, 

Alberto Moreno, Martin 

Deutsch, Nick Sander, Claire 

Cashmore, Eva Sousa 

A56 

Online 

Improving PD-L1 Expression Prediction in non-Small Cell Lung 

Cancer Using Radiomic Analysis and Ensemble Machine 

Learning Models on Whole-Body vs 18F-FDG Lung PET/CT 

Data 

Steven Olawale, Azeem 

Saleem, Ged Avery, Eva Sousa 

A57 

Online 

Improving PD-L1 Expression Prediction in non-Small Cell Lung 

Cancer Using Radiomic Analysis and Deep Learning Models on 

Whole-Body VS Lung 18F-FDG PET/CT Data 

Steven Olawale, Azeem 

Saleem, Ged Avery, Eva Sousa 
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Abstract A novel formulation, based on the unified formulation and equivalent layer-wise 
approach, is introduced for the multifield analysis of curved laminated structures [1]. The 
governing equations, expressed in principal coordinates, are derived from the Master 
Balance principle [2] and they account for the coupling effects between mechanical 
elasticity, electricity, magnetism, and hygro-thermal conditions [3]. In this context, an 
effective homogenization approach based on the Mori-Tanaka technique is used to 
determine the equivalent properties of smart materials. Several numerical examples are 
presented to highlight the accuracy and the computational efficiency of the model 
compared to refined three-dimensional finite element simulations. In addition, an 
extensive parametric investigation points out the influence of multifield coupling and 
governing parameters [4]. The model seems to provide highly accurate numerical 
predictions with a simple modelling procedure, thus representing a useful tool for 
exploring new applications in various engineering field. The proposed model, indeed, has 
the advantage to consider various physical phenomena which are not addressed in widely 
used finite element commercial softwares. 
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Abstract The integration of artificial intelligence (AI) agents in healthcare is transforming 

clinical practice, offering innovative solutions for diagnosis, treatment, and patient 

management. The idea of creating an agent which can reason, and acting in an autonomous 

way seems as revolutionary as futuristic. However, AI multi-agent systems, including 

chatbots for medical consultations, virtual assistants for clinical interventions, embodied 

AI for daily care and companionship, and decision-support systems for diagnosis, are 

already increasingly utilized to enhance efficiency, reduce administrative burdens, and 

improve patient outcomes. Key advancements from the application of AI agents to 

healthcare include natural language processing (NLP)-based virtual assistants for patient 

triage, AI-driven decision support for clinicians, and autonomous systems for continuous 

patient monitoring, within some of their applications. Agentic AI has already demonstrated 

potential in improving diagnostic efficiency, optimizing resource allocation, and 

personalizing treatment plans, and promises to take healthcare research by storm, 

accelerating it and making it more automated.  

Despite these benefits, challenges such as data privacy, explainability, ethical 

considerations, and algorithmic biases remain primary barriers to widespread adoption. 

Ensuring regulatory compliance and fostering trust among healthcare professionals and 

patients are crucial for the successful integration of AI agents into clinical workflows.  

Overall, AI agents are poised to play an increasingly vital role in modern healthcare, 

driving efficiency and innovation while requiring careful implementation to address ethical 

and practical concerns. 
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Abstract. Reputation time series are analysed for periodic affects which might not be
visible using simple smoothing techniques. To find possible frequencies that might indicate
periodicity, a bandpass filter with a narrow passband, wide stopbands and steep roll-offs is
progressively tracked on a day-by-day basis across reputation time series spanning a two-
year period. Dominant frequencies are recorded at each stage. The results indicate that
periodic cycles exist in the general range of one to six months. This result is significant
for reputation management because it indicates when upturns or downturns in reputation
are most likely.
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1 INTRODUCTION

Reputation may be formulated as time series of numeric sentiment values [1], in which
total sentiment with respect to a given organisation is harvested and scored numerically on
a daily basis using Natural Language processing and increasingly, Large Language Models.
The purpose of this study is to examine the extent of periodic effects within reputation
time series. An estimate of the period of an organisation’s reputation is of benefit because
it may reveal persistent failures in reputational management.
The illustration in Figure 1 shows a typical reputation time series: Apple Corp.. It has
the characteristic rapid sentiment reversals, with some evidence of periodicity, as judged
by inter-peak (or inter-tough) distances.

Figure 1: Example of reputation series: Apple Corp., illustrating rapid sentiment reversal and tentative
evidence of periodicity. Red trace: empirical data, blue trace: Loess smoothed. Date range 730 days,
July 2021-June 2023. Data: Penta Group.

1.1 Bandpass Filtration Applied to Reputation

The proposed method for searching for periodic effects in reputation time series is to
construct and apply a bandpass filter to the data, as a means to assess the significance of
frequency components embedded in the input data. A bandpass filter serves to transmit
only frequencies that fall within a certain range (determined by the way in which the filter
is structured), whilst minimising frequencies that fall outside that range. The amplitude
of the transmitted signal is then a measure of the significance of the transmitted frequency.
To apply the method, a bandpass filter is applied at each point defined by the time series.
In the context of reputation the points are defined by days. The following sequence
summarises the principal stages for a single reputation time series.

1. Filter design

2. For each day, t within scope of the data:

(a) Formulate a bandpass filter based on t

14
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(b) Apply the filter to all days and calculate significance for day t

3. Model the significance profile by a high degree polynomial, P

4. Locate turning points on P

5. Estimate significant frequencies from the highest three peaks

2 TECHNICAL BACKGROUND

2.1 Data and Implementation

Reputation time series from July 2021 to June 2023 for 130 corporate organisations were
sourced from Penta Group 1. Each element in the data series for organisation T represents
the collective sentiment of all comments expressed for T on a given day. In the Penta
implementation, daily sentiments are recorded on a scale from -100 (the worst possible)
to +100 (the best possible).
The implementation is entirely in Mathematica (version 13.3), which allows seamless inte-
gration of numeric, symbolic and graphical methods. In particular, the calculus constructs
in Section 4 provide the key to period determination.

2.2 Bandpass Filtration

Bandpass filters are used in a variety of applications, such as radios, TVs, and cell phones.
They can be used to remove unwanted signals, such as noise, from a signal, or to select
a particular range of frequencies for processing. High bandpass filters are used in audio
systems to remove low-frequency noise, such as hum. Low bandpass filters are used in
telephone systems to remove high-frequency noise, such as hiss.
Frequency filters can, in general, be represented by frequency response curves which are
plots of standardised frequency (the independent variable) against amplitude (or a sim-
ple function thereof, the dependent variable). Figure 2 shows the bandpass profile, the
parameters that are needed to characterise it, and derived parameters.
The principal inputs parameters for filter design are listed below. The output for filter
design is an amplitude |H(f)|2, dependent on frequency f.

1. fpa: the lower passband frequency; fpb: the upper passband frequency.

2. fsa: the lower stopband frequency; fsb: the upper stopband frequency.

3. fs: the Nyquist (scaling) frequency

4. Ap: the stopband attenuation; As: the passband attenuations.

1https://pentagroup.co
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Figure 2: Bandpass filter response characteristics and parameters

The attenuations (i.e. reductions in amplitude) characterise the ’rectangular’ nature of
the filter profile. The terms ep and es are derived quantities given Ap and As, although it
more convenient to use them as the primary inputs for the filter design. In Figure 2, fc
is the mean of fpa and fpb if the filter is symmetric (the simplest case). The attenuations
in the regions (fsa, fsa) and (fpb, fsb) are known as roll-offs.

3 SUPPORTING LITERATURE

This review illustrates instances of filter design and usage for particular purposes. The
use of filters in the context of reputation is, aside from this paper, unexplored.

Radio, Radar and Transmission
A general overview of the use of bandpass filters in radio frequency applications may be
found in [5]. They include telecoms, in which transmission by fibre networks is important,
spectroscopy to block unwanted light scattering, LiDAR, and satellite communications.
Recent specific applications include Sekiya et al [6] - the design of an array of single-band
bandpass filters for radio astronomy in the UHF band, and Horlbeck et al. [10] - an ad-
justable bandpass filter for passive radar. Zamuruev et al [11] provide an overview of the
main types of radio-frequency filters in radio-frequency systems. Radio-based applications
frequently describe physical devices that include bandpass filters. Examples include Wu
et al. [7] - for multi-band radio transmission; Xiang et al [8] - for designing a filter that
allows a substantial tuning range of operational frequencies, and Durganath and Raja [9]
- a delay filter. Further examples are Kiouach et al. [12] and Le et al. [13].

Audio
Ganguly et al. describe a study of speech signal distortion in audio systems, and attempt
to filter out as much amplitude and frequency distortion as possible. They demonstrate
that phase distortion is normally inaudible to the human ear. Yang et al. [15] designed
an adjustable bandpass filter that is connected to a portable audio device such as an
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mp3 player. Similarly, Wang et al. [16] describe a physical bandpass filter for 6G mobile
communication.

Business and economics
Harvey and Trimbur [4] used bandpass filters to extract business cycles in economic time
series. They point out that economic data usually have distinct statistical properties
compared to data derived from physical systems (such as in electrical engineering). Typi-
cally, the ’sharp-gain’ filters used in electronics can cause distortions in economic contexts
that make the filter output extremely misleading. They cite the case of ’finding’ cycles
(which do not really exist) using a ’sharp-gain’ filter on white noise, and give stock price
changes as an example. However, stock price changes (and reputation) are not white
noise. Rather, they are highly auto-correlated. The result from such economic series is a
response variability which might not be present in physical systems.

4 IMPLEMENTATION DETAILS

The purpose of the bandpass filtration is to isolate successive narrow frequency bands,
and determine which of them are most significant. The principal steps were noted in
Section 1.1.

4.1 Filter Design

The designing needs for filtering a narrow bandpass filter ’rectangular-like’: high roll-off
(i.e. high attenuation), at the expense of signal attenuation within the pass band. This
can be a problem in physical systems, but is less so in economic (including reputation)
contexts. the passband limits fpa and fpa is best defined by starting with the central
frequency fc and defining the passband semi-width w, so that fpa = fc−w and fpb = fc+w.
Following the method noted by Orfanidis [2] (section 11.6.5 and 11.6.1), the stages in
designing a filter with the characteristic profile in Figure 2 are as follows.

Step 1 : Scaling to frequency range [0, 2π].

ωpa =
2πfpa
fs

; ωpb =
2πfpb
fs

ωsa =
2πfsa
fs

; ωsb =
2πfsb
fs

(1)
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Step 2 : Analogue Frequency Mappings (c measures the amplitude ratios in Figure 2 )
Ωp and Ωs are the analogue ’pass’ and ’stop’ frequencies respectively.

c =
sin(ωpa+ωpb)

sin(ωpa)+sin(ωpb)

Ωp =
∣∣∣ c−cos(ωpb)

sin(ωpb)

∣∣∣
Ωsa =

c−cos(ωsa)
sin(ωsa)

; Ωsb =
c−cos(ωsb)
sin(ωsb)

Ωs = min(|Ωsa|, |Ωsb|) (2)

Step 3 : Butterworth Frequency parameters calculation. Nexact and its rounded up
version N refer to the filter order and Ω0 is the normalization frequency.

Nexact =
∣∣∣
log
(
es
ep

)

log
(
Ωs

Ωp

)
∣∣∣; N = ⌈Nexact⌉ ; Ω0 =

Ωp

e
1/N
p

(3)

Step 4 : Magnitude Response calculation. The output is a single response magnitude,
which describes filter profile (as in Figure 2) for a single input frequency f . The other
inputs are c (Step 2), N and Ω0 (Step 3), and the Nyquist (scaling) frequency fs. The
output is the response |H(f)|2 in Figure 2.

ω =
2πf

fs
; Ω =

c− cos[ω])

sin(ω)
; |H(f)|2 =

(
1 + (

Ω

Ω0

)2N
)−1

(4)

Steps 1-3 can be summarised in a function B(), which is a constructor for a generic
Bandpass filter, appropriate for reputational analysis. Equation 5 shows the inputs and
outputs.

{Ω0, c, N} = B(fpa, fpb, fsa, fsb, fs, ep, es) (5)

A second function H (Equation 6), summarises the magnitude response calculation at a
particular frequency ft (Step 4). Since ft is identified by a day number, it can take any
integer value from 1 to the Nyquist frequency number ⌊fs/2⌋. The output is a single real
number ht. The output feeds into the next stage in the process, which is to apply the
filter to data.

ht = H(ft,Ω0, c, N, fs) (6)

Some examples of filter construction are shown in Section 5.1.

4.2 The Bandpass Filter applied to data

To applyH to the entire reputation time series yt; (t = 1..fs), a vector of target frequencies
f1, f2, ..., f⌊fs/2⌋ must be defined, and the corresponding values of ht calculated. The
reputation data yt must be restricted to the corresponding instances of ft (i.e. up to the
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Nyquist frequency). Series ft and the restricted yt are then multiplied pairwise, and a
root mean square of the products produces a single real-valued positive response Rt at
frequency ft.

{ht} = {H(ft,Ω0, c, N, fs)}; t = 1.. ⌈fs/2⌉
{y′t} = {ft ht} t = 1.. ⌈fs/2⌉

Rt =

(⌊fs/2⌋∑

t=1

(y′t)
2

)1/2

(7)

The sequence in Equations 7 can be summarised in a single function R (Equation 8).
With integer values for the ’target’ frequencies ft, the values of ft reduce to integers
1.. ⌊fs/2⌋. The output Rt is a measure of the significance of the input frequency ft on the
data.

Rt = R(ft, yt,Ω0, c, N, fs); t = 1.. ⌊fs/2⌋ (8)

To see the effect of all frequencies on the data, function R has to be applied at frequencies
between 1 and the Nyquist number, ⌊fs/2⌋. The first frequency ft1(> 1) must be high
enough to accommodate the profile of a bandpass filter. Similarly, the last frequency
ft2(≤ ⌊fs/2⌋) must be low enough to accommodate the same profile. A value for each
Rt in the range [ft1 ..ft2 ] then needs to be calculated. Algorithm 1 returns a sequence of
Rt-values.

Algorithm 1 : Frequency significance calculation.

1. Determine start and end frequencies ft1 and ft2 .

2. For each frequency ft in [ft1 ..ft2 ]:

(a) {Ω0, c, N} = B(fpa, fpb, fsa, fsb, fs, ep, es)
(b) ht = H(ft,Ω0, c, N, fs)

(c) Rt = R(ft, yt,Ω0, c, N, fs)

3. Return {Rt}

When Algorithm 1 is embedded in a single procedure S , the necessary inputs are the
parameters needed to construct the bandpass filter, the reputation time series, and the
start and end frequencies (Equation 9). The output is a list of frequency significance
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values {Rt} that defines a significance profile for the reputation data yt. An example plot
of {Rt} against frequencies ft is shown in Section 5.2.

{Rt} = S(fpa, fpb, fsa, fsb, fs, ep, es, yt, ft1 , ft2) (9)

4.3 Period Estimation

The result of applying function S (Equation 9) is a list of peak frequencies. Typically,
for any given organisation, they will not be numerous, and inter-peak distances may vary
significantly. Therefore, estimation of a period will be associated with much uncertainty.
With those provisos, Algorithm 2 shows the period estimation details. The key part
is to express the frequency significance profile {Rt} into a continuous form that can be
differentiated in order to locate maxima (or minima).

Algorithm 2 : Period Estimation.

1. Fit a high degree polynomial, P (f), to the frequency significance profile {Rt}

2. Calculate dP
df

and d2P
df2

3. Solve dP
df

= 0 to give solutions {f1, f2, ...} subject to d2P
df2

∣∣
fi
< 0 to detect the maxima

4. Remove negative fi

5. Extract the maximum 3 fi, and order by frequency

The result of applying Algorithm 2 is, for each organisation, a triple of the most sig-
nificant frequencies. Ordering them by frequency is useful for visualisation (Section 5.3.
Less reliance should be placed on results that indicate a very high number of days. It
would be hard to observe high value periodic effects given the number of days spanned by
the data (730) because a consistent pattern cannot be established. Therefore, a nominal
upper limit for reportable frequency of a quarter of the number of data data points (fs/4
in Figure 2) is set.

5 RESULTS

5.1 Bandpass filter examples

Figure 3 shows three Bandpass filter examples generated using the sequence in Section 4.
They illustrate the idealised profile in Figure 2. Two are centred on the same frequency,
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24 (i.e. day 24), with a nominal 3 month span fs = 90. The third is centred at 20. In
each case the pass band semi-width is w. The roll-offs are controlled by parameters es
and ep: increasing es and decreasing ep produces a steeper roll-off.

� Red: ep = 0.5, es = 2, fpa = 20; fpb = 28;w = 5

� Blue: ep = 0.3493, es = 3, fpa = 23; fpb = 25;w = 1

� Green: ep = 0.05, es = 12, fpa = 12; fpb = 28;w = 8

Figure 3: Examples of Bandpass filters. Red: wide pass band, shallow roll-off. Blue: narrow pass band,
steep roll-off. Green: very wide pass band, almost vertical roll-off.

5.2 Single Reputation Example

This section shows an example frequency calculation for Tesco using Algorithm 2 (Section
4.3). The plot in Figure 4 shows the trace of frequency significance for frequencies between
1 to 270 days. The bandpass region was set at a very small value: 4 days. Parameters
ep and es (in Figure 2)were set to 1/3 and 3 respectively to give a very with steep roll-off
on either side of the passband region. In this case the three principal frequency peaks
are closely packed and are have very similar significance values. Each marks a peak in
a region of significance. The fourth highest, 236 days, falls outside the nominal upper
limit for reportable frequency number (Section 4.3), so that value would be hard to justify
without recourse to more data. The fifth highest peak, at 5 days, is also hard to justify
because it falls within the range of ’noise’. The sixth highest peak, 184 days, is on the
boundary of the ’justifiable’ region. In this case the Loess approximation has smoothed
several minor peaks in the range 140-200, so that the 184-day peak can be regarded as
an average for that region.

5.3 All Reputation Results

The results of applying Algorithm 2 to the reputation data of all organisations reveals a
consistent pattern. There is some periodic effect for each organisation, and it is usually
possible to identify three peaks (including the global maximum) in the frequency profile.
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Figure 4: Example of Significant Periods analysis: Tesco, showing the three most significant peaks at 33,
62 and 100 days. Red - Significance profile from S() (Equation 9). Blue - Loess peaks model (Algorithm
2).

None had fewer than two. For those that had more than three identifiable peaks, peaks
4, 5, ... were insignificant compared to the three principal frequency peaks. Figure 5
shows histograms of the three principal frequencies, all based on a fitting a polynomial of
degree 25 to the frequency profiles. Summary statistics corresponding to Figure 5, using
a passband width 4, are shown in Table 1 (MAD = Mean Absolute Deviation). The figure
25 for degree provided a faithful representation of the frequency profile, whilst removing
minor variations. A passband width of 4 is a reasonable wrap around a single target
frequency, whilst allowing a small amount of stability from neighbouring frequencies.
Both table and histogram indicate frequency peaks in the region of 1-2 months, 3 months
and 5-6 months, all with a wide estimation margin.

Figure 5: Significant frequencies (in days): all organisations, showing profiles for short, medium and long
term periodic effects

5.3.1 Bandpass filter with a shallow roll-off

It is interesting to compare the results of Section 5.3 with corresponding results using
an alternative bandpass filter. Noting the advice from Harvey and Trimbur [4] that a
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Table 1: Summary statistics of peaks of frequency profiles, all organisations

Frequency (days)
Statistic Lower Medium Upper

Mean 41 88 141
SD 22.9 26.3 34.1
Max 231 156 229
Min 21 48 79
Median 37 83 138.5
MAD 21.9 26.8 28.2

Table 2: Summary statistics of peaks of frequency profiles, all organisations, using a ’wide’ bandpass
filter with a short pass band and shallow roll-offs.

Frequency (days)
Statistic Lower Medium Upper

Mean 40 89 141
SD 17.8 28.4 35.8
Max 134 218 258
Min 21 48 79
Median 37 83 138
MAD 22.7 28.0 27.2

bandpass filter with a very sharp roll-off may give misleading results, a bandpass filter
with a very shallow roll-off is investigated in this section. Figure 3 shows such a filter
(in red), although for consistency with the setup for Section 5.3, the pass band is kept
very narrow, at 4 days. Increasing the value of the ep parameter from 0.3 to 0.5, and
decreasing the es parameter from 3.0 to 1.0 resulted in roll-offs of approximately 14 days
(they were approximately 2 days). With no other changes, Table 2 shows the equivalent
statistics for ’wide’ filter to those in Table 1. The results for the ’wide’ filter are very
similar to the results for the original filter.

6 CONCLUSIONS

Using a bandpass filter has revealed ’hidden’ periodicity in reputation time series. It
should be remembered that the figures given in Section 5.3 (1-6 months) are guidelines,
and they should be treated as such. Those involved in risk management should adopt a
strategy of continuous monitoring of reputation, and be aware that at approximately 1,
3 and 6 months, there may be an upturn or a downturn in sentiment.

Within an individual calculation, some improvements are possible. The degree of the
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polynomial use to model the frequency distribution (Algorithm 2) does not have a theo-
retical basis. Rather, the only proviso is that the degree should be large enough to model
the major features of the frequency profile adequately. Varying the polynomial degree can
produce anomalous results, particularly if additional low frequency peaks are detected.
This phenomenon does not appear to be due to even or odd numbered degrees. In any
single organisation, it is mostly easy to deal with this problem. The list of significant fre-
quencies for each polynomial degree should be scrutinised manually, and outlier degrees
should be rejected. An example is for Astra Zeneca where the lowest frequencies with pass
band width 6 for polynomial degrees 20-30 are {29, 27, 28, 29, 35, 34, 66, 65, 34, 35, 35}, and
two outliers are apparent. Averages can then be calculated for the remainder. Ideally,
searching for outliers should be done programmatically, but outlier identification is not
always clear in this context. For example, there are cases (such as IBM, British Aerospace
or United Healthcare) where the lower significant frequency values fall into two widely-
separated clusters, with approximately half in each. For IBM, the corresponding lowest
frequencies with pass band width 15 are {87, 87, 87, 87, 87, 87, 87, 31, 31, 29}. In that case,
the issue could be resolved by averaging or by a majority decision. The problem is much
more acute for wider pass bands.
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Abstract Porous Burners have emerged as a promising combustion technology for 

improving energy efficiency, reducing emissions, and enabling fuel flexibility in the context 

of the global energy transition. Their unique characteristics enhance heat transfer  and 

combustion stabilization making them attractive for various industrial and domestic 

applications. This review explores the key modelling approaches used to simulate porous 

burners performance, including numerical and machine learning approaches. Emphasis is 

placed on how these models contribute to optimizing burner design, predicting combustion 

behaviour, and integrating alternative fuels such as hydrogen and biofuels. Additionally, 

the role of porous burners as a means to improve the efficiency and sustainability of heat-

intensive processes by reducing emissions and enabling cleaner combustion is explored. By 

synthesising recent advances, this review provides insights into future research directions 

and the broader impact of porous burner technology on achieving cleaner and more 

efficient combustion systems. 
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Abstract Computational mechanics emerged with the advent of the first computers and 
has since undergone significant development. The literature now describes numerous 
advanced numerical discretization techniques capable of efficiently performing structural 
analyses. The finite element method (FEM), one of the earliest discrete numerical 
methods, remains the most popular technique within the computational mechanics 
research community. FEM is known for its ease of programming, robustness, and ability 
to provide reasonable approximations. However, despite its efficiency and success, the 
last decade of the 20th century saw the emergence of new, mature advanced discretization 
techniques known as meshless methods. Unlike FEM, which discretizes the problem 
domain using a structured element mesh comprising a grid of nodes and elements, 
meshless methods discretize the domain with an unstructured nodal distribution. 
Consequently, meshless methods enable the creation of discrete geometric models directly 
from medical images or CAD geometries. This meshing advantage is a valuable asset in 
computational mechanics and biomechanics. This lecture briefly describes the evolution 
of advanced meshless discretization techniques in these fields, highlighting the most 
significant ones and their formulations. Furthermore, it presents several challenging 
numerical applications in computational mechanics and biomechanics developed by the 
author and his research team. These applications encompass the analysis of transient 
behavior in bone tissue, the study of elastoplastic behavior in metallic and biological 
tissues, the structural optimization of mechanical components, the examination of blood 
fluid flow, the investigation of the structural response of implants and biostructures, and 
the study of human cells in angiogenesis and their dynamic behavior. Additionally, this 
lecture addresses the integration of artificial intelligence, demonstrating how meshless 
artificial neural networks can be used to predict variable fields. The results obtained 
using meshless methods are compared with FEM solutions to provide insights into their 
efficiency and accuracy.  
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Abstract This presentation will discuss the implementation of a smoothed particles 

hydrodynamics (SPH) solver for quasi-incompressible fluids in the Julia programming 

language. The following practical aspects will be addressed: 

• solution of the Navier-Stokes equations for the motion of quasi-incompressible fluids 

using the SPH method and its algorithmic implementation in Julia; 

• influence of the choice of a kernel function on the results of numerical simulations;  

• density summation vs. rate density approach in density calculations; 

• influence of the neighbor particles search algorithms on the computational cost;  

• code parallelization; 

• interaction of the solver with external pre- and post-processing software. 

The dam break problem will be used to validate the solver's predictions against 

experimental data. 
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Abstract  

 Introduction: Data scarcity presents a major challenge in medical imaging. Generative 

Adversarial Networks (GANs) offer a promising solution by generating synthetic data to 

augment small datasets. Aim: The primary aim of this study is to evaluate the effectiveness 

of GAN-based synthetic data generation in enhancing CNN performance for platelet 

classification. Methods: The initial dataset contained 71 images, categorized into Control, 

Milrinone, and Zinc-plus-Milrinone classes. Using WGAN-GP, a synthetic dataset of 300 

images was generated. These synthetic images were incorporated into the training of CNN 

models, including DenseNet121 and InceptionV3. Model performance was assessed 

comparing results from the original and augmented datasets. Results: In the non-

augmented dataset, DenseNet121 achieved an accuracy of 81%, with 84% precision, 78% 

recall, and an F1-score of 81%. For InceptionV3, the non-augmented dataset yielded 82% 

accuracy, 80% precision, 76% recall, and an F1-score of 78%. However, after 

incorporating GAN-generated synthetic images, DenseNet121 achieved 97% accuracy, 

97% precision, 95% recall, and a 96% F1-score, while InceptionV3 reached 94% accuracy, 

93% precision, 90% recall, and 92% F1-score on the GAN-augmented dataset. 

Discussion/Conclusion: These results highlight the potential of GAN-generated synthetic 

data to significantly enhance the performance of CNN models in medical image 

classification, particularly in addressing the limitations of small datasets.

DOI:10.5281/zenodo.15150483
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1. INTRODUCTION 

Platelets, are the most important blood cells in haemostasis, being this an important skill on the 

body well-being maintenance [1,2,3]. Platelets are also known by the name of thrombocytes, 

have a diameter of 2-4 μm in diameter, and beside small are anucleate. They form aggregates 

which adhere to damaged vessel surfaces, becoming activated, and transforming into sticky 

plugs that culminate in thrombus formation which stop the bleeding process [4,5]. Beyond this 

physical role, platelets are regulated by intricate biochemical pathways, being one of the 

substances Zinc able to influence this process [5] [6]. Contrarily to red and white blood cells 

which are more studied not much attention has been placed in precise identification of platelet 

morphology and function. However, this is vital for diagnosing haematological disorders, as 

irregularities in shape or behaviour may signal defective function and underlying pathologies 

[7,8,9,10]. Traditional platelet classification relies on manual microscopic examination, a 

process prone to interobserver variability and subjectivity, beside very labour intensive 

[2,11,12]. Automating blood analysis to enhance efficiency and reduce human error is then of 

extreme importance [13,14], being this true also for platelets. Artificial Intelligence (AI), with 

the Machine Learning (ML) and Deep Learning (DL), can be revolutionary in this task by 

enabling rapid, accurate and fully automatic analysis of microscopy images with low error 

margin [15,16]. DL techniques, such as Convolutional Neural Networks (CNNs), have shown 

great success in tumour detection, blood cell classification, phenotyping and in other medical 

imaging tasks, offering high performance solutions for classification, segmentation, and image 

quality enhancement [17,18,19,20]. Recent studies with CNNs application on classification of 

aggregates by agonist type and by phenotype morphological changes induced by treatments, 

demonstrate the potential of DL to automate and refine this field of platelets research [2,5,21]. 

However, to train the models needed for this research high quality, labelled platelet image 

datasets become imperative [22]. Datasets augmentation is a regular task of data processing for 

AI application, where rotations, scaling, and flips of the images are implemented for creating 

enlarged datasets [23]. Looking into the potentialities of AI for this research field its is possible 

to see that beside creating the challenge it can also provide the solution. In recent years, 

generative Adversarial Networks (GANs) have emerged as a transformative approach by 

synthesizing realistic images to expand datasets [24].  When applied to train AI models GAN 

based augmentation has improved classification accuracy in applications like liver lesion 

detection and chest X-ray analysis, suggesting its potential for platelet studies [25,26]. Recent 

research has explored custom CNN architectures and transfer learning to segment and classify 

blood cells, including platelets, with models designed to identify morphological changes 

induced by treatments such as zinc, milrinone, or their combination [5,21].  To address datasets 

limitations and advance platelet classification, this study compared a Wasserstein GAN with 

Gradient Penalty (WGAN-GP) generated dataset against traditionally augmented datasets. The 

performance of eight pre-trained CNNs (DenseNet121, DenseNet169, DenseNet201, VGG16, 

VGG19, InceptionV3, Inception-ResNetV2, and AlexNet) and two custom CNNs was 

evaluated using accuracy, precision, recall, and F1-score across original, augmented, and GAN-

based synthetic datasets. The objective was to determine whether GAN augmentation enhances 

classification accuracy and generalizability beyond traditional methods, while also exploring 
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AI’s broader potential to decode platelet morphology and signalling in health and disease. 

 

2. MATERIALS AND METHODS 

 

2.1. Data description 

An initial dataset of 71 platelet images was used, categorized into three classes: Control (47 

images), Milrinone (14 images), and Zinc plus Milrinone (10 images), as described by Abidoye 

et al. [27].  

 

   
(a) (b) (c) 

Figure 1. Sample Images from the Platelet Dataset of each class (a) Control, (b) Milrinone, (c) Zinc plus 

Milrinone respectively. 

 

This small dataset size presented challenges for training deep neural networks, motivating our 

augmentation strategies. 

2.2. Data preparation and augmentation 

The original dataset gave origin to three different ones: two augmented datasets but the 

traditional techniques and are identified as augmentation Level 1 and Level 2 and one synthetic 

dataset, created by application of a WGAN-GP. The creation process of these datasets is 

described with more detail below: 

• Level 1 (141 images): Used random oversampling and basic images transformations 

(flips, rotation, zoom). 

• Level 2 (1,463 images): Employed more extensive images transformations (shearing, 

additional rotation, and zoom ranges) to ensure a much larger dataset. 

• Synthetic dataset (300 images): Generated using a WGAN-GP, thereby further 

expanding the available data for model training and classification. 
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Each dataset was then divided into training (70%) and validation (30%) sets. 

2.3. Transfer learning models 

Eight pre-trained CNNs with ImageNet weights were finetuned for this task: 

• DenseNet121, DenseNet169, DenseNet201 [28] 

• VGG16, VGG19 [29] 

• InceptionV3 [30] 

• InceptionResNetV2 [30] 

• AlexNet [31] 

Each model’s final layers were adjusted for three classes classification. Additionally, two 

custom CNNs were designed: 

• Custom Model 1: Incorporating Conv2D, BatchNormalization, MaxPooling, Dropout, 

and two Dense layers. 

• Custom Model 2: A simpler architecture with Conv2D and MaxPooling, followed by a 

single Dense layer. 

2.4. GAN data augmentation or GAN data generation 

The used WGAN-GP employed to generate synthetic platelet images is illustrated in Figure 2. 

This method was chosen due to its ability to address stability issues commonly encountered in 

traditional GAN training by utilizing the Wasserstein distance with a gradient penalty to enforce 

Lipschitz continuity [32,33]. 

1. Generator: This network transforms a latent noise vector into high-resolution (128×128 

or 256×256 pixels) synthetic images using transpose convolutions, batch normalization, 

and LeakyReLU activations to ensure realistic feature generation. 

 

2. Critic (Discriminator): The discriminator evaluates both real and generated images 

through convolutional layers, outputting a scalar "realness" score to guide the 

generator's improvement. To maintain training stability, the critic undergoes multiple 

updates per generator update before reaching convergence. 
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GAN training was conducted over 5000 epochs per class (batch size = 128), generating 100 

synthetic images per class. These synthetic images were integrated into the dataset and 

subjected to the same CNN training and evaluation pipeline as the other augmented datasets, 

enabling direct performance comparisons across augmentation methods. 

 

 

 
Figure 2. WGAN-GP architecture for synthetic platelet image generation. The generator (top) produces synthetic 

images, while the discriminator (bottom) evaluates real vs. generated images to refine quality. 

 

2.5. Model training and evaluation 

2.5.1. Model training 

All CNN models were trained for 100 epochs using: 

Optimizer: Adam with a learning rate of 0.001. 

Batch Size: 32 (128 tested in some trials). 

Loss Function: Categorical cross-entropy for the multi-class classification. 

Hyperparameters were tuned for optimal performance. The best-performing checkpoints were 

saved.  
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2.5.2. Evaluation metrics 

The evaluation metrics used were: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (3) 

 

𝐹1𝑆𝑐𝑜𝑟𝑒 = 2 ∗
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 (4) 

Confusion matrices, accuracy and loss plots were generated to visualize classification 

performance. 

3. RESULTS 

3.1. Classification results with the original dataset of 71 images 

As shown in Table 1, the limited size of the original dataset resulted in moderate model 

performance. DenseNet121 achieved the highest accuracy at 81%, with a precision of 84%, 

while other architectures like DenseNet201 and DenseNet169 followed with 76% and 71% 

accuracy, respectively. However, VGG19 struggled, attaining only 52% accuracy, and the two 

custom CNN models underperformed significantly, particularly Custom Model 2, which had a 

precision of only 33%. These results highlight the challenge of training deep learning models 

with small datasets, reinforcing the need for data augmentation to improve generalizability. 

 

 

Models (Batch size 32) Accuracy (%) F1-Score (%) Precision (%) Recall (%) 

Custom Model 1 62 56 68 62 

Custom Model 2 57 42 33 57 

DenseNet121 81 79 84 81 

DenseNet169 71 67 77 71 

DenseNet201 76 74 83 76 

VGG16 57 47 43 57 

VGG19 52 45 40 52 
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VGG19-FF 62 59 63 62 

InceptionV3 62 51 46 62 

InceptionResNetV2 71 69 76 71 

AlexNet 62 56 59 62 

Table 1. Classification results with the original dataset of 71 Images for the different classification models with 

the metrics: accuracy, F1-score, precision and recall. 

 

3.2. Classification results with the augmented dataset level 1 of 141 images 

As presented in Table 2, performance improved across most architectures compared to the 

original dataset. DenseNet201 achieved the highest accuracy at 86%, followed by 

DenseNet121, DenseNet169, and InceptionV3, which ranged between 79% and 76%. The 

application of augmentation techniques contributed to enhanced model generalizability. 

However, Custom Model 2 exhibited significantly lower performance, with an accuracy of only 

38% and a precision of 15%, indicating its limited capacity to learn from the expanded dataset. 

 

Models (Batch size 32) Accuracy (%) F1-Score (%) Precision (%) Recall (%) 

Custom Model 1 67 66 69 67 

Custom Model 2 38 21 15 38 

DenseNet121 79 79 79 79 

DenseNet169 79 78 83 79 

DenseNet201 86 86 88 86 

VGG16 62 62 72 62 

VGG19 64 64 68 64 

VGG19-FF 76 76 80 76 

InceptionV3 76 76 79 76 

InceptionResNetV2 71 69 80 71 

AlexNet 67 65 66 67 

Table 2. Classification results with the traditionally augmented dataset of images, where was performed the 

Level 1 augmentation (141 images), for the different classification models with the metrics: accuracy, F1-score, 

precision and recall. 

 

3.3. Classification results with the augmented dataset level 2  of 1,463 images 

A substantial jump in performance was observed with the dataset augmented to the level 2 , as 

shown in Table 3. In these experiments InceptionV3 and InceptionResNetV2 reached 99% 

accuracy with equally high precision and recall, underscoring the importance of a sufficiently 
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large, varied dataset. DenseNet201  with a 98%  value of accuracy also performed 

exceptionally. 

 

Models (Batch size 32) Accuracy (%) F1-Score (%) Precision (%) Recall (%) 

Custom Model 1 97 97 97 97 

Custom Model 2 88 87 91 88 

DenseNet121 97 97 98 97 

DenseNet169 97 97 97 97 

DenseNet201 98 98 98 98 

VGG16 97 97 97 97 

VGG19 94 94 94 94 

VGG19-FF 95 95 95 95 

InceptionV3 99 99 99 99 

InceptionResNetV2 99 99 99 99 

AlexNet 30 14 9 30 

Table 3. Classification results with the traditionally augmented dataset of images, where was performed the 

Level 2 augmentation (1,463 images), for the different classification models with the metrics: accuracy, F1-

score, precision and recall. 

3.4. Classification results with the synthetic dataset of 300 Images created by WGAN-GP 

GAN-based augmentation, or synthetic data created by the WGAN-GP further enhanced 

classification outcomes, as shown in Table 4. DenseNet121 and Custom Model 1 both achieved 

97% accuracy, while Inception-based models and DenseNet169 also scored above 90%. 

Although AlexNet improved slightly (74% accuracy), it still lagged behind more modern 

architectures. 

 

Models (Batch size 32) Accuracy (%) F1-Score (%) Precision (%) Recall (%) 

Custom Model 1 97 94 95 94 

Custom Model 2 87 87 87 87 

DenseNet121 97 97 97 97 

DenseNet169 91 91 93 91 

DenseNet201 96 96 96 96 

VGG16 83 83 85 83 

VGG19 89 89 89 89 

VGG19-FF 88 88 89 88 

InceptionV3 94 94 95 94 

InceptionResNetV2 90 90 90 90 

AlexNet 74 75 75 74 

Table 4.  Classification results with the synthetic dataset with 300 Images created by the WGAN-GP for the 

different classification models with the metrics: accuracy, F1-score, precision and recall. 
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3.5.  Examples of the synthetic images created by WGAN-GP 

Figure 3 illustrates the differences between the original dataset and the various augmentation 

strategies applied to platelet images. The first column has images of the different classes from 

the the original dataset, followed by images of the traditionally augmented to the Level 1 

dataset, where were applied abasic transformations such as flipping and rotation. The third 

column showcases images from the traditionally augmented Level 2 dataset, incorporating 

more extensive modifications such as shearing and zooming. Finally, the last column presents 

images generated using a Wasserstein GAN with Gradient Penalty (WGAN-GP), producing 

synthetic platelet images that expand the dataset. The progressive transformations highlight 

the role of each augmentation technique in enhancing dataset diversity and model robustness. 

 

Data Set Original Traditionally 

Augmented 1 

Traditionally 

Augmented 2 

WGAN-GP 

Control 

    

Milrinone 

    

Zinc Plus 

Milrinone 

    

Figure 3. Comparison of original, traditionally augmented, and GAN-generated platelet images. From left to 

right: Original dataset, Level 1 augmentation, Level 2 augmentation, and WGAN-GP generated images. 
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4. DISCUSSION 

The methodological choices in this study, particularly concerning data augmenta-tion and 

model selection, significantly influenced the results obtained. The original dataset, 

consisting of only 71 platelet images, presented a considerable limitation for training deep 

learning models, leading to suboptimal performance due to overfitting. As observed in 

previous studies, deep learning models require large and diverse datasets to generalize 

effectively, and small sample sizes often lead to performance degradation [23,34]. In this 

study, models trained solely on the original dataset demonstrated moderate performance, 

with DenseNet121 achieving the highest accuracy at 81%, while simpler architectures such 

as VGG19 and AlexNet performed significantly worse, with 52% and 62% accuracy, 

respectively. These findings align with previous work in medical image classification, 

where small datasets have been shown to negatively impact deep learning models, 

particularly those with complex architectures [23,34].   

To mitigate this issue, two levels of traditional augmentation were applied. The first level 

(141 images) employed basic transformations such as flipping, rotation, and zooming, 

whereas the second level (1,463 images) incorporated more extensive modifications, 

including shearing and additional rotation angles. As reported in Perez et al. [23], data 

augmentation has been widely acknowledged as a key strategy to mitigate overfitting and 

improve model robustness in deep learning applications. In line with these findings, the 

results of this study demonstrated that Level 2 augmentation significantly improved model 

performance, particularly for deeper architectures. Models such as InceptionV3 and 

InceptionResNetV2 achieved 99% accuracy, reinforcing existing literature, which suggests 

that large, diverse datasets enable deep networks to extract more representative features, 

ultimately leading to superior classification per-formance [32]. 

Further improvements were observed with GAN-based augmentation, where a WGAN-GP 

model generated 300 synthetic platelet images after being trained for 5000 epochs per class. 

As seen in Yi et al. [24] and Frid-Adar et al. [25], GANgenerated data has been shown to 

effectively enhance deep learning models, particularly in medical imaging applications 

where data availability is limited. The introduction of synthetic images further improved 

classification outcomes, with DenseNet121 and Custom Model 1 achieving 97% accuracy, 

demonstrating the effectiveness of synthetic data generation in complementing real datasets. 

However, it is important to note that while GANbased augmentation provided substantial 

improvements, certain challenges remain. Prior studies have reported that GANs can suffer 

from mode collapse, where the model generates highly similar images, leading to a lack of 

diversity in the dataset [24]. In this study, the use of WGAN-GP helped mitigate this issue 

by ensuring more stable training and realistic image generation.  

Comparative analysis of augmentation techniques indicates that traditional augmentation 

provided a strong foundation for improving model generalizability, but further enhanced 

classification accuracy has been achieved with the GANbased augmentation by introducing 

synthetic variations.  

The expectation was that augmentation would improve model robustness, particularly for 

deeper architectures, and the results support this hypothesis, but the degree of improvement 
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varied across models. Some results were somehwat unexpected, as the one of AlexNet's 

accuracy declining significantly to 30% on Level 2 augmentation, suggesting that its limited 

capacity for complex feature extraction made it less effective when trained on a highly 

varied dataset. Contrarily to AlexNet, DenseNet and Inception-ased models exhibited 

substantial performance gains, this differences align with findings in Sandfort et al. which 

highlighted that deeper networks require larger and more diverse datasets to optimize 

feature extraction and classification [22]. These results further support the broader 

consensus in the literature that data augmentation plays a pivotal role in improving model 

generalizability, mitigating overfitting, and addressing dataset limitations in deep learning 

applications. As demonstrated in previous studies, including those on liver lesion 

classification, chest Xray diagnostics, and histopathology image analysis, augmentation 

techniques have consistently led to performance improvements across various medical 

imaging tasks [23,22,25]. Future research should investigate conditional GANs and domain 

adaptation strategies to enhance data augmentation, improving the diversity and quality of 

training samples. Additionally, transformerbased architectures should be explored for 

classification after augmentation, as they have recently shown strong performance in 

complex image classification tasks. Additionally, expanding the dataset with realworld 

platelet images and incorporating more sophisticated augmentation strategies, such as 

adaptive augmentation and metlearning approaches, may further enhance the gen-

eralizability and robustness of platelet classification models. 

5. CONCLUSIONS 

This study investigated platelet image classification using traditional data augmentation (Levels 

1 and 2) and a WGAN-GP approach to generate synthetic data. Results showed that extensively 

augmented datasets (Level 2) and GAN-augmented data both significantly improved 

classification accuracy for advanced CNN architectures (particularly DenseNet and Inception 

families). These outcomes underscore the value of combining comprehensive augmentation 

strategies with GANbased synthetic images, especially in cases where medical image data is 

limited. 
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Introduction

There are very few references in the literature on the concept of hierarchy of algebras in
general, and even less in the case of particular algebras, such as those of Lie, Leibniz,
Morgan, Zimbiel and others equally well known, such as evolution algebras, which, unlike
all the previous ones, do not have an identity that characterizes them.
About evolution algebras in particular, it was Tian, who introduced them in his doctoral
thesis, who first gave the first notions about their hierarchy in his book in 2008 [2], not
having later other references in this respect until Cruz, del Valle, Núñez and Pena returned
to this question in [1].
In that article, those authors generalized the concept of hierarchy to any algebra and
proved that that concept is an invariant under isomorphism of algebras. In fact, they also
introduced a new version of the concept of hierarchy for graphs, which, at preset, is still
less studied that the one for algebras.
However, in that work the authors do mainly a theoretical study of the question, presenting
an algorithm that allowed them obtaining the hierarchy of these algebras, but they only
dealt very slightly with the computational aspects of the algorithmic study they carried
out, although they did comment that this study remained as an open problem, which
they wished to solve in the future.
This paper fills that gap. In it, the authors (one of whom was also the author of that pre-
vious article), present a detailed and careful computational study of this issue, addressing
computational aspects of the algorithm presented in [1].
The main results of the computational study carried out have been the following. Firstly,
it has been proven that the regression for the spatial complexity of the computational
treatment of evolution algebras is cubic, as Cruz et al had already conjectured in [1]. To
do this, a more powerful computer has been used than the one the authors of that article
had used and it has been subjected to random sampling up to dimension 200, in which
the measurements are taken separated in time to average the background fluctuations of
the base consumption of RAM, ignoring all dispensable programs, all of which produced
a definitely very good fit.
Secondly, we have investigated the worst possible case of algebras at a computational level,
obtaining several conclusions about the form of these algebras: they must have maximum
depth in their hierarchy and produce certain chains in the search set that cause each
MPi the corresponding searchi is maximum. In this regard, an attempt has been made to
create a random generator of product rules that meet these conditions, in order to provide
more examples of unfavorable algebras. For now, an algebra generator with maximum
depth in its hierarchy has been obtained, and the density or sparsity of the elements in
the product rules can be modulated to show more and less complicated examples.
Also, regarding the presentation, examples have been represented as follows: the product
rules are represented in a tensor of voxels (or cubes) and the hierarchies in matrix color
maps. This allows for a simple visual check of the hierarchy and structural complexity

50



Adolfo Vázquez Ruiz, Rafael Vázquez Ruiz and Juan Núñez Valdés

of product rules, although there is little intuition that this can be developed to know
whether a more complex structure induces more or less connected hierarchies.
The structure of this paper is as follows: Section 1 is mainly devoted to recall some
preliminaries concepts and results on the hierarchy of an algebra in general and of an
evolution algebra in particular. Based on the algorithm used by Cruz et al. to carry out
the computational treatment of the theoretical study that they did in [1] on the hierarchy
of algebras, Section 2 shows the most extensive and deep computational treatment that the
authors have carried out on this topic, dealing in 5 different subsections with some aspects
of the computational treatment of the algorithm, including in them the worst case time
complexity (Subsection 2.1), the average runtime growth of a general algebra (Subsection
2.2), the effect of input and output structure on runtimes (Subsection 2.3), the complexity
for evolving algebras (Subsection 2.4) and the space complexity (Subsection 2.5). Some
examples of algebras and their hierarchies are given in Section 3 and some conclusions in
Section 4 followed by the corresponding bibliography used close this contribution.

1 Preliminaries

So that this paper was self-contained, we recall in this section some basic concepts and
properties of evolution algebras. For further information, the reader can consult [2, 3],
for instance.

1.1 Evolution algebras

Let E be an algebra (not necessarily associative) over a field K, endowed with the multi-
plication law and let ei, i ∈ Λ be a basis of E. Then, ei · ej =

∑
k∈Λ a

k
ij ek, for any akij ∈ K,

where only a finite number of structure constants akij are not null, for some i, j ∈ Λ fixed.
Under these conditions, Tian defined an evolution algebra as the one for which exists a
basis that verifies akij = 0, if i ̸= j (that is, ei ·ej = 0, if i ̸= j). This basis is called natural.
After renaming the structure constants, one can write ei · ei =

∑v
j=1 aji ej.

Particular cases of evolution algebras are the following.
If the defiining relations are given by ei · ej = 0, for all i and j, the algebra generated by
these generators is said to be a zero evolution algebra.
If the defiining relations are ei · ej = 0, for i ̸= j and e2i = αei, for some α ∈ K, the
algebra is said to be a nonzero trivial evolution algebra.
If the defining relations are e2i =

∑
ek∈Vi

ek, ei · ej = 0, i ̸= j; i, j = 1, 2, . . . , r, where
Vi is a subset of the set V , the evolution algebra is called graphicable evolution algebra..
It is obvious that every graphicable algebra is an evolution algebra, although the converse
is not true, in general.

1.2 Hierarchy of an evolution algebra

The main definitions and results shown by Tian in his book [2] about the concept of
hierarchy of an evolution algebra were the following
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Definition 1.1 An evolution algebra is said to be

- connected, if it does not admit a decomposition in direct sum of two proper subal-
gebras.

- simple, if it has no proper evolution ideals.

- irreducible, if it has no proper subalgebras.

Recall that for Tian, a subalgebra of an evolution algebra E with natural basis V, is every
closed subset on E that is generated by a subset of V.

Theorem 1.2 (Decomposition Theorem) Let E be a connected evolution algebra. If
it is considered as a vector space, then E admits the following decomposition in direct sum
of subspaces

E = A1 ⊕ A2 ⊕ · · · ⊕∔B, (1)

where all the Ai, i = 1, 2, · · · , n, are simple evolution subalgebras, Ai ∩ Aj = {0} , for
i ̸= j and B is a subspace generated by algebraically transient generators (what Tian
denominates a transient space).

In that expression, the summation A1 ⊕ A2 ⊕ · · · ⊕ An is a direct sum of subalgebras
and the symbol ∔ denotes a direct sum of subspaces. Tian calls this decomposition a
semidirect-sum decomposition of an evolution algebra.

Note that, defining an induced multiplication in B0, denoted by
1·, in the following way

e0,i
1· e0,j = ρB0(e0,i · e0,j), (2)

being ρB0 the projection of E onto B0, then B0, equipped with this new product, becomes
an evolution algebra and so we can apply the Theorem 1.2 to it, obtaining

B0 = A1,1 ⊕ A1,2 ⊕ · · · ⊕ A1,n1+̇B1,

where all the A1,i, i = 1, . . . , n1 are simple evolution subalgebras of B0, A1,i ∩A1,j = {0},
if i ̸= j, and B1 is the first transient space spanned by the first algebraically transient
generators. This process can be repeated until we reach the i-th level where the transient
space becomes trivial (that is, Bi = {0}).

Definition 1.3 (Hierarchy of an evolution algebra) The hierarchy of an evolution
algebra is defined as the decomposition obtained by applying successively the Theorem 1.2
to the algebra E and to the algebras Bi (with the induced product defined above) generated
by algebraically transient generators (see Section 1.4).
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1.3 Theoretical aspects of the hierarchy of a generic algebra

This section is a reminder of the theoretical study carried out in citeAbraham to generalize
the previous ideas on hierarchy on evolution algebras given by Tian in [2] to the case of
any algebra in general.
From here on, g will denote a finite n-dimensional algebra defined over a n-dimensional
K-vector space V and B = {e1, . . . , en} will be a basis of g.

Definition 1.4 (Persistent set) Let S = {ei}i∈Λ ⊂ B a subset of generators of g. S is
said to be a persistent set if for all i, j ∈ Λ there exist eij1 , . . . , eijp ∈ S, and a1, . . . , ap ∈ K
such that

ei · ej =
p∑

k=1

akeijk (3)

Otherwise, the set S is said to be transient.

Tian’s characterization of algebraic persistency of the generators of an evolution algebra
involved the definition of the occurrence of a generator in another one. Tian says that a
generator occurs in other if the first appears in the expression of the square of the second
one as a linear combination of the basis elements. In citeAbraham Tian’s occurrence
concept was generalized through the introduction of a new concept: the appearance of a
generator in the product of two others. It allows us to characterize the persistency of a
set through its relationship with another certain set.

Definition 1.5 (Appearance of a generator in the product of two others) It is said
that the generator ek ∈ B appears in ei · ej, which is denoted by ek ⊣ ei · ej, if ak ̸= 0 in
the expression 3.

The following results, which were proved in citeAbraham, allow to obtain the Decompo-
sition Theorem cited at the end of these paragraphs.

Proposition 1.6 Let the subset S = {ei}i∈Λ ⊂ B formed by generators and consider the
set defined by

M = {e ∈ B | ∃ i, j ∈ Λ, with e ⊣ ei · ej} (4)

Then, S is persistent if and only if M ⊆ S.

Definition 1.7 A persistent subset of a set of generators of an algebra is said to be simple
if there is no persistent set strictly contained in it.

Proposition 1.8 If S = {ei}i∈Λ ⊂ B is a simple persistent set, then ⟨S⟩ is a simple
subalgebra of g, where ⟨S⟩ denotes the algebra spanned by S.

53



Adolfo Vázquez Ruiz, Rafael Vázquez Ruiz and Juan Núñez Valdés

Lemma 1.9 Let S1 = {e1 . . . ek} ⊂ B and S2 = {ek+1 . . . em} (m ≤ n) be two persistent
sets of the algebra g, and let A1 = ⟨S1⟩, A2 = ⟨S2⟩ be two subalgebras, respectively spanned
by S1 and S2. Then, it is verified that

1. Si is a system of generators of Ai, i = 1, 2.

2. A1 ⊕ A2 = ⟨e1 . . . em⟩ (as vector spaces).

Theorem 1.10 (Decomposition Theorem) Let g be a generic n-dimensional algebra,
defined over a K-vector space V of dimension n, and B = {e1, . . . , en} a basis of g. Then
g, considered as a vector space, admits a decomposition in a direct sum of subspaces as
follows

g = A1 ⊕ A2 ⊕ · · · ⊕ Am+̇B,

where Ai, i = 1, 2 . . .m are all simple subalgebras of g, with Ai ∩Aj = {0} for i ̸= j, B is
the vector subspace generated by a transient set of generators, and where ⊕ stands for the
direct sum of subalgebras and +̇ for the direct sum of vector subspaces. This decomposition
is named as semidirect sum decomposition of an algebra.

1.4 Construction of the hierarchy of a generic algebra

According to previous study, in citeAbraham is construct the hierarchy of any algebra g
and it is also shown an algorithmic procedure to obtain it. This algorithmic procedure
had the following steps, from which the concept of hierarchy for a generic algebra is
introduced.

Step 1: Level 0 of the hierarchy of the algebra.

As proved in the Theorem 1.10, g can be decomposed as

g = A1 ⊕ A2 ⊕ · · · ⊕ Am+̇B0,

where, according to the proof of the mentioned theorem, B0 is a vector space gen-
erated by a set of transient generators.

The next level is defined as follows

Step 2: Level 1 of the hierarchy of the algebra.

If Λ is the set of indexes of the set of generators {ei}i∈Λ ⊂ g, we name by e0,k the
generators of B0, with k ∈ Λ0 ⊂ Λ. We define the induced product in B0, denoted

by
1·, as follows

e0,i
1· e0,j = ρB0(e0,i · e0,j),

where ρB0 is the projection of g onto B0. Note that B0, endowed with that product,
inherits the algebra structure from g. Then, we call B0 the first algebra induced by

g. Applying the Theorem 1.10 to the algebra (B0,
1·), we obtain that

B0 = A1,1 ⊕ A1,2 ⊕ · · · ⊕ A1,n1+̇B1,
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where all A1,i, i = 1, 2 . . . n1 are simple subalgebras of B0, verifying that A1,i∩A1,j =
{0}, if i ̸= j, and B1 is the vector subspace generated by a set of transient generators
in B0, named as first transient subspace. Applying the same idea to B1, the second
level is obtained.

Step 3: Next levels of the hierarchy of the algebra.

After applying the first two steps as many times as necessary, the following decom-
position is obtained

g = A0,1 ⊕ A0,2 ⊕ · · · ⊕ A0,n0+̇B0

B0 = A1,1 ⊕ A1,2 ⊕ · · · ⊕ A1,n1+̇B1

B1 = A2,1 ⊕ A2,2 ⊕ · · · ⊕ A2,n2+̇B2

. . . . . . . . .
Bm−1 = Am,1 ⊕ Am,2 ⊕ · · · ⊕ Am,nm+̇Bm

Bm = Bm,1 ⊕Bm,2 ⊕ · · · ⊕Bm,h,

where Ak,l is the k-th simple subalgebra of level l, Ak,l ∩Ak,p = {0}, if l ̸= p and Bk

is the k-th transient vector subspace, generated by a set of transient generators in
Bk−1.

In the last level there is no residual vector space, and that is the reason for the
algorithm to end at this precise point (note that this level is reached in any case, as
we are working with finite-dimensional vector spaces).

The simple algebras of Bk are called heads of the hierarchy, being h the number of
heads.

Definition 1.11 (Hierarchy of an algebra) The term hierarchy of an algebra stands
for the decomposition of an algebra in semi-sums of its subalgebras as constructed in the
previous algorithmic procedure.

Note that, according to this Decomposition Theorem 1.10, the hierarchy of an algebra is
built over the fundamental concept of simple subalgebra, or equivalently, by linearity, the
simple persistent set of generators. This allows us to prove the following two results

Proposition 1.12 Two isomorphic algebras have the same hierarchy.

Proposition 1.13 The hierarchy of any n-dimensional Lie algebra g, with basis {e1, . . . , en},
is

A0,i = {ei} , 1 ≤ i ≤ n (5)
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1.5 The algorithm

In [1], authors observed that computationally, the construction of algorithms that deal
with the hierarchy of generic algebras was related with two main concepts that must be
kept in mind due to their fundamental character

- The minimal persistent set which contains ei, denoted by MP (ei)

- The set of generators that must be taken into account to build MP (ei), denoted by
search (i)

Both concepts lead to the following algorithm

Input: Product rule of an algebra g, ei · ej =
∑n

k=1 αijkek
Output: Hierarchy of g
begin
set m = 0
set n = 1
while dim (g) > 0 do
set N := dim (g)
for i ∈ {1, ..., N} do
set MP (ei) = {ei}
set search (i) = ∅
for j ∈ ({1, ..., N} \ {i}) do
if αiij ̸= 0 then
ej ∈MP (ei)
(i, j) , (j, i) , (j, j) ∈ search (i)

end if
end for
for

(̃
i, j̃
)
∈ search (i) do

for k ∈ {1, ..., N} do
if αĩj̃k ̸= 0 ∧ ek /∈MP (ei) then
ek ∈MP (ei)
(l, k) ∈ search (i) ∀l ∈MP (ei) , l ̸= k
(k, l) ∈ search (i) ∀l ∈MP (ei) , l ̸= k
(k, k) ∈ search (i)

end if
end for

end for
end for
for i ∈ {1, ..., N} do
if ej ∈MP (ek)∀ej, ek ∈MP (ei) then
set Am,n = MP (ei)
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set n = n+ 1
set g = g \MP (ei)

end if
end for
set m = m+ 1

end while
end

1.6 Preimage Algorithm

By considering the rules attached to the verification procedure to form the subalgebras,
we can develop a method that provides random algebras matching a certain hierarchy.
We must note the following:

• As a consequence of the MP (ei) construction proceeding it is clear that ej ∈
MP (ei) ⇒ MP (ej) ⊆ MP (ei). Then, the Am,n construction criteria requires that,
given BAm,n = {em,ni

}1≤i≤dim(Am,n), it is satisfied thatMP (em,ni
) = MP (em,nj

) ∀ 1 ≤
i, j ≤ dim(Am,n). As a consequence of this, we immediately observe that coupling
BAm,n pairwise can be achieved by reciprocally relating the elements, i.e. by making
em,nj

⊣ em,ni
· em,ni

∀ 1 ≤ i, j ≤ dim(Am,n) q i ̸= j.

• In order to settle Am,n within the mth (m > 1) depth level, all its generators must
satisfy em−1,oj ⊣ em,ni

· em,ni
∀ 1 ≤ i ≤ dim(Am,n); 1 ≤ j ≤ dim(Am−1,o); 1 ≤ o ≤

Nm−1, i.e. they must be all directly related with all the generators appearing in the
previous depth level.

• We can freely relate in a crossed way the generators from one depth level with all
the previous depth levels: we either take em,ni

· eo,pj , eo,pj · em,ni
̸= 0 or not, where

m precedes o. The direct relations from the previous bulletpoint makes that when
deleting the previous depth levels from the basis this freedom becomes erradicated,
avoiding more coupling than that matching the hierarchy.

• The relations between elements appearing across the same depth level must be
considered meticulously in order not to jeopardize the desired structure. For em,ni

∈
BAm,n ; em,oj ∈ BAm,o , where n ̸= o, we may allow in general em,ni

· em,oj ̸= 0 as these
are not tightly coupled. A tighter coupling, meaning n = o, forces us to only
consider el,pk ⊣ em,ni

· em,nj
, where either l < m or l = m ∧ p = n, that is we just

allow appearance of elements from either previous depth levels or the same depth
and same subalgebra.

It has been tested that quite random and general forms for the input are obtained y
employing this algorithm. Hence, authors hypothetize this algorithm nearly characterizes
an inverse of the hierarchy function.
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E.g., it is easy to check that the examples provided in [1] emerge as a specific case of this
method.

The algorithm results in the following:

Input: a hierarchy {{Am,n}1≤n≤Nm}0≤m≤M and P = {[0, p(0)]}∪{[βw, p(βw)]}w, where
βw ∈ K \ {0} and p(x) are the probabilities of appearance, obviously satisfying p(0) +∑

w p(βw) = 1. We will later use P \ {[0, p(0)]} and will have to employ renormalized
probabilities.
Output: the product rules αijk of an algebra g matching with the previous hierarchy.
begin
set αijk = 0 ∀i, j, k
for 0 ≤ m ≤M do
set Bm =

⊔
n∈Nm

BAn,m

for emi
∈ Bm do

set αmimimi
= random choice P

end for
for 1 ≤ n, n̂ ≤ Nm do
for (emni

, emn̂j
) ∈ BAm,n × BAm,n̂

q emni
̸= emn̂j

do
if n = n̂ then
set α(mni)(mni)(mnj) = random choice P \ {[0, p(0)]}
set α(mnj)(mnj)(mni) = random choice P \ {[0, p(0)]}
for ew ∈

(⊔
l<m Bl

) ⊔BAm,n do
set α(mni)(mnj)w = random choice P
set α(mnj)(mni)w = random choice P

end for
else
for ew ∈ Bg do
set α(mni)(mnj)w = random choice P
set α(mnj)(mni)w = random choice P

end for
end if

end for
end for
if m ≥ 1 then
for emi

∈ Bm do
for ej ∈

⊔
p<m Bp do

for ek ∈ Bg do
set αmiljk = random choice P
set αljmik = random choice P
if ej ∈ Bm−1 then
set αmimik = random choice P \ {[0, p(0)]}
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else
set αmimik = random choice P

end if
end for

end for
end for

end if
end for

2 The computational study of the hierarchy algorithm

We now procceed to study both the time and space complexity of the latter pseudocode.

The main sources of time complexity come from the outer while loop, the construction
process of each MP (ei) and the verification of the conditions over the MP (ei) to build
the Am,n.

2.1 Worst Case Time Complexity

In [1] authors focus on the following algebras in order to grasp the time complexity:





ei · ei = ei+1 (1 ≤ i ≤ n− 1)
ei · ei+1 = e1 (1 ≤ i ≤ n− 1)
ei · ej = 0 otherwise.

(6)

These algebras are defined in such a way that they present a recursive behavior when the
Decomposition Theorem 1.10 is applied to them.

These conform a convenient example of computationally demanding algebras as these
reach the maximum plausible depth for the hierarchy and they verify that for each iteration
iter ∃!j0,iter q

MP (ei)iter = Biter, search(i)iter = Biter × Biter \ {(i, i)} ∀i ̸= j0,iter

MP (ej0,iter) = {ej0,iter}, search(j0,iter) = ∅ (7)

where Biter is the basis after iter iterations of the algorithm; i.e. with exception of a
single basis element MP (ei), search(i) reach its maximum possible size. Authors of that
article hypothetize these are near to the worst case complexity. We can obtain from the
preimage algorithm more demanding cases by taking more dense preimages, though the
resulting runtimes do not exceed those of the gn by too much (as they do not present
much room for getting more complex).

By rough calculation we can estimate the time complexity of the algorithm. We have to
consider both the construction procedure of the MP (ei), search(i) and the verification
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of the necessary condition of the MP (ei). The latter one, alltogether with the outer while
loop, takes O(n5) to execute. Secondly we have to estimate the time needed to constuct
the auxiliary sets. It is complicated to exactly compute the time complexity of this sec-
tion. Nevertheless, we must bear in mind that for each duple in search(i) we have only
one k̂ ∈ {1, . . . , N} leading to αijk̂ ̸= 0 and therefore enabling further operations. Then,

it is easy to check that this part of the process also takes O(n5) at most to execute.

The algorithm was transcribed to a local version of Python 3.10 and later executed in
a computer with the following components: Intel i7 4770 (3.4 GHz CPU), 16.00 GBs of
DDR3 RAM (1600 MHz).

We procceed to measure the runtimes of these precise examples until reaching high di-
mensions. Several measures for each dimension were performed in order to reduce the
error.

A curve fit on the obtained data is done for consecutive polynomial models around the
expected order of complexity and write down the order of the polynomial that maximizes
the goodness of the fit. In order to avoid overfitting, data was split onto a fitting and a
validation set. Both the maximum R2 and minimum validation RMSE were obtained for
a 5th degree regression model (Figure 1). Such result was tested for a range of proportions
between the fitting and the validation set, raising the same observations.

Figure 1: average runtimes plotted against dimension for the proposed gn. The curve that best fits the
data and minimizes the mean squared errors for the validation data is a 5th degree polynomial.

Implementing a power model also provides a worst case complexity of O(n5). This comes
as enough evidence to state that, as predicted, the algorithm develops across the dimen-
sions as a quintic function.
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2.2 A Hint on the Statistics of Hierarchies: Average Runtime Growth of a
General Algebra

Amongst a myriad of algebras we have just analysed a really challenging case in terms of
computation. This may not give an idea of the actual efficiency of the algorithm when
executed for a random given product rule.

To get the mean time complexity of the algorithm it was tested for 100 random 3-order
tensors for each dimension. By analogy with the previous section a curve fit of the averaged
runtimes was performed, yielding a time complexity of O(n4) (Figure 2). That is, the
algorithm is in general more efficient w.r.t. the theoretical prediction obtained via rough
calculation. It is due to the fact that for increasing dimension more intricate hierarchies
become rare, making that product rules corresponding to the most basic hierarchies spoil
the statistics. These hierarchies run a low number of iterations of the outer while loop,
hence provoking a time complexity of O(n4) instead.

Figure 2: average runtimes plotted against dimension for a sample of random product rules. The curve
that best fits the data and minimizes the mean squared errors for the validation set is a 4th degree
polynomial.

2.3 Effect of input and output structure on runtimes.

Product rules may vary largely in complexity without even affecting the output hierarchy
they induce. Developing intuitive and meaningful metrics on the structure of these 3-
order tensors becomes hard. Because of this we will focus on the most obvious source of
complexity: the sparsity of the product rules. As a metric of the sparsity of a product
rule we can intuitively use:

Definition 2.1 (Sparsity of the Product Rules) We take the sparsity of the product
rules of a general algebra g as the ratio of the non-zero coefficient of the product rules wrt
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total as

S(g) = card (αijk ̸= 0)

dim(g)3
(8)

, where αijk encodes the product rules.

The hierarchy of an algebra is, on the other hand, much simpler and enables us to use
more creative ways to characterize the structure of the output. We will mainly use some
sort of coupling factor as a metric of the output intricacy. It should become larger for
hierarchies featuring larger subalgebras at deeper levels. A first intuitive choice would be
to couple each subalgebra with all the basis elements appearing throughout the previous
depth levels. Nevertheless, this function is not well behaved, returning extremely high
values sometimes. Our second choice would be polynomial instead of recursive. Eventually
we used the following metric:

Definition 2.2 (Coupling Factor of a Hierarchy) As a measure of the complexity of
a hierarchy, related with the size of the auxiliary sets of the hierarchy algorithm, we use
the sum

CF ({Am,n}m,n) =
∑

m,n

(m+ 1)2 · dim(Am,n)
2 (9)

As amongst the vast landscape of product rules those with increasingly more complex
hierarchies become more rare as stated in section 2.2, we will use the preimage algorithm
from section 1.6 to get a more varied sample that evaluates the bond between runtimes
and the coupling factor.

Random hierarchies were created ranging from 1 to 30 in dimension, sweeping all possible
depths and we considered P = {[0, p], [1, 1− p]}, where p takes 50 equispaced values from
0 to 1. Its coupling factor was measured. Then the preimage algorithm was executed on
them to get random corresponding product rules. Its sparsity was measured. Then the
hierarchy computation was performed from these product rules to measure the runtimes.

Firstly, from Figure 3, we infer that the runtimes present a positive significant correla-
tion (R = 0.92) with the coupling factor. However, a slight cone shape is obtained, thus
indicating underlying heteroscedasticity is going on and thus the coupling factor model
employed can be improved.

In Figure 4 it is observed that for low sparsities execution time becomes diminished. How-
ever, past from this low sparsity region runtimes do slightly increase as more relations
are added. This effect becomes more acute for larger dimensions when compared with
smaller ones. It is because a same increase on sparsity leads to a larger addition of bonds
in the case of higher dimension. The decrease shown in the curve fit when approaching
full sparisty is a mere consequence of overfitting of outliers and must be ignored. It was
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not observed when carrying out the same study over specific hierarchies and its preimages.

Figure 3: runtimes plotted against the proposed metric for coupling factor. A high correlation between
these magnitudes is gotten. Slight heteroscedasticity is observed, indicating the CF model can be im-
proved.

Figure 4: runtimes plotted against CF and sparsity. A slight increment on runtimes is observed as
sparsity gets larger.

From the previous discussions we can derive that sparsity has a slight impact on execution
time and it becomes increasingly relevant with dimension. Moreover, the coupling factor
explains well the creation of new complex bonds between basis elements and its effect on
the runtimes.
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2.4 Complexity for Evolution Algebras

In the specific case of evolution algebras we can ensure the existence of a basis for which
the product rules become diagonal.

By analogy with the general case, we will derive the time complexity in this case by av-
eraging the runtimes of a large sample of product rules. To generate these product rules
we will begin with the root (but random and not unique) case of a diagonal product rule
and then we will transform it via applying nonsingular transformations to the basis.

Let ei · ei =
∑n

j=1 αiijej be a root case. Let A = (aij)ij be a n × n regular matrix. Let
{vi = Aei}ni=1 be the new basis. Then, its product rules will be vx · vy = (

∑n
i=1 aixei) ·

(
∑n

j=1 ajyej) =
∑n

i=1 aixaiyei
2 =

∑n
j=1 βxyjej, where βxyj =

∑n
i=1 aixαiijaiy. We look for∑n

j=1 βxyjej =
∑n

k=1 γxykvk =
∑n

k=1 γxyk ·
∑n

j=1 ajkej =
∑n

j=1 (
∑n

k=1 ajkγxyk) ej and thus∑n
k=1 ajkγxyk =

∑n
k=1 akxαkkjaky ∀j. Hence,

γ
xy

= A−1 · αt · vx ⊙ vy (10)

, where ⊙ denotes the pointwise vector product and α = (αkkj)kj.

This connects two quite different types of vector products. In addition, it remains coher-
ent with the commutative nature of evolution algebras.

A large sample of random evolution algebras’ product rules was built implementing these
transformations of root cases. No major differences were measured for the runtimes with
respect to the general case. Therefore, restriction to the case of evolution algebras does
not simplify the computation process of the hierarchy.

A historical perspective of these algebras can be checked in [5] and more related informa-
tion can be consulted in other sources ([6] and [7] for instance).

2.5 Space complexity

The space complexity of the algorithm is determined by the input and the two auxiliary
sets, MP (ei) and search (i). The latter ones mostly contribute to the space complexity
within the first iteration of the while loop as these become diminished in length throughout
the following iterations. At worst, each MP (ei) , search (i) will contribute O(n), O(n2)
respectively, yielding a total of O(n3). This will always lead, considering the O(n3) con-
tribution from the input, to a cubic space complexity.

This was first tested in the previously commented computer, whose limited components
didn’t enable us to reach fairly high dimensions within a reasonable simulation time. Slow
growth was observed accross the first 100 dimensions, making it necessary to export the
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code to a more capable computer in order to obtain more meaningful data for the curve
fit. It was eventually tested in a local version of Python 3.12.7 with a computer consisting
of the following components: Intel i7-10700 (2.9-4.8 GHz), 32 GBs of DDR4 RAM (2667
MHz).

Memory usage was pinpointed several times within each dimension until reaching dimen-
sion 200, 150 for the average case and the worst one respectively. The several measure-
ments were manually executed so that there was a time gap between each execution,
enabling us to minimize fluctuations of the base memory when taking the average of the
data. The resulting data was scatter-plotted and tested for consecutive polynomial mod-
els of regression both for the worst and random cases (Figure 5). A validation set was
also generated taking intermediate as well as further dimensions.

Figure 5: At the left the avg memory usage for the worst cases scatter-plotted against dimension. At the
right for random product rules. A 3rd degree polynomial best fits the data.

It was found that a 3rd degree polynomial optimizes the fit and validation goodness for
both cases. Moreover, performing a power fit provided confidence intervals exceeding 2
and approaching 3 for the exponents in both situations.

3 Some Examples of Algebras and its Hierarchies

As a convention product rules will be represented by its 3-order tensors using voxels.
Depending on sparsity, it will be more convenient to either plot the non-zero entries or
the opposite. It will be indicated by the color of the voxels: blue for boolean voxels and
red for inverted boolean voxels.

On the other hand, hierarchies will be plotted as matrix colormaps where the rows and
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columns represent the depth level and basis element respectively. Within each depth level
the same color is assigned to matrix elements conforming a single subalgebra. This pro-
vides a faster and more clear understanding of the input and output structure.

The worst case example from [1] can be visualized for 10th dimension as in Figure 6.
From the preimage algorithm developed in section 1.6 we can also get the previous hier-
archy from a much more dense product rules structure (Figure 6). Both examples present
pretty different sparsities (0.018 and 0.955 respectively). Nevertheless, the runtime from
the first is slightly lower than the one from the second example (5.76 and 7.63 ms respec-
tively).

Figure 6: At the left the product rules of the g10 represented with boolean voxels, where just non-null
entries are plotted. At the right its hierarchy,

⊕1
i=10 ⟨ei⟩, as a matrix colormap. Between these two, the

product rules of the most dense preimage of the hierarchy
⊕1

i=10 ⟨ei⟩ represented with inverted boolean
voxels, i.e. just null entries were plotted.

The next example (Figure 7) can help us gain more intuition about the process described
in section 1.6. Th CF of this hierarchy is 182, much lower compared to the one for g10:
385. We therefore obtain lower runtimes: 1.7, 5.5 ms for the least and most dense case
respectively. Sparsity variation is narrower this time (0.026 and 0.933), yet runtime dif-
ference is much larger. It is due to the fact that the gn presented little room for getting
more complex as their auxiliary sets were already the most possibly complex ones. How-
ever, in general we have much more margin to fill the auxiliary sets as we increase sparsity.

4 Conclusions and open problems

At present, note that in current mathematics, the computational treatment of any theo-
retical study carried out on any topic is very important, since it allows, on the one hand,
to confirm the results obtained in the theoretical study and, on the other, to open new
possibilities of research on questions that may arise regarding that study. Indeed, a com-
putational treatment accompanies practically all the current theoretical studies carried
out, therefore it can be considered to be another part of pure mathematics when not long
ago this treatment was considered to correspond to applied mathematics.
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Figure 7: At the right a proposed hierarchy as a matrix colormap. At the left the boolean voxels
representing the most sparse product rule matching that hierarchy. Between these two the inverted
boolean voxels representing the most dense product rules that provoke that precise hierarchy.

Some years ago, one of the authors of this article, together with other collaborators, car-
ried out research on the concept of hierarchy of algebras in general and evolution algebras
in particular (see [1]). This is a concept which until that moment had been little studied,
and that still continues to be barely treated by researchers. However, the computational
treatment of the study carried out was quite scarce and was limited to revealing some small
aspects related to complexity and computational time. In this article the authors address
in much more depth and extension the computational treatment carried out by Cruz et al.

The most relevant results obtained by the authors have been the following

• Time complexity is O(n5). This confirms the statement made in [1] that the algo-
rithm’s complexity is polynomial yet requires many operations in between. Never-
theless, for the range of dimensions treated in this study for the time section (< 80)
we have reasonable runtimes, making it feasible to work with the algorithm in this
domain.

• Space complexity is O(n3). This result is optimistic, as the demand on memory is
fixed by the nature of the entry and the first iteration. Therefore, memory overflows
can be detected early in the execution of the algorithm and should only occur for
dimension intervals much greater than these shown in this work (< 200).

• Intricate hierarchies become more rare as dimension is increased, so evaluating the
algorithm over random algebras usually leads to lower execution times, but does
typically lead to basic outputs.

• Intricacy of the output is highly correlated with execution time. Complexity of the
input has a much more slight effect with the exception of low sparsities, as first
additions of non-essential relations become much more relevant. When applied to
Evolution Algebras, the algorithm does not present a significantly different demand
on the equipment.
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And as Open Problems, the authors suggest the following

• Carrying out a computational study on different types of algebras. For example:
Lie, Leibniz and Zinbiel algebras. They were not done in this work due to extension
requirements.

• Developing more meaningful and better statistically behaved models and metrics
both on the input and the output in order to get more neat regression and grasp
more information on the relevant dependences in the hierarchy process.

• Studying the possibility of further optimization of the algorithm to reduce com-
plexity and finding out more optimal representations of input data to lower space
complexity.

• Finding further generalization of the preimage algorithm from section 1.6 if possible.

• Finding useful application of these procedures to discrete dynamical systems as
proposed by Tian.
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Abstract. In this work, we focus on the problem of expressing sequences of d-orthogonal
polynomials in terms of sequences of orthogonal polynomials. A general recurrence relation
fulfilled by the corresponding connection coefficients is established and symbolically imple-
mented. Results for several particular cases are given, allowing us to study the effect of
either the Appell character or the symmetry and d-symmetry of the sequences in those
connection coefficients.
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Abstract. Second-order self-associated orthogonal sequences are important cases of second-
degree and semi-classical sequences [1, 3]. In this work, we take a fundamental case of
those sequences as a starting point and we consider some perturbations of it by modifying
its recurrence coefficients by translation and by dilation [2]. In this way, we generate new
semi-classical orthogonal sequences. Some of their properties are studied in [7]. Those
types of perturbations were also applied to the Chebyshev sequence of the second kind in
[4, 5, 6]. In this work, we present a general method to deduce closed formulas for the
generating functions of those perturbed sequences for any fixed order of perturbation. We
extend a technique employed in [5] that was introduced in [4]. We give results produced
by the symbolic implementation of that method in the Mathematica language in both types
of perturbations.
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Abstract Thermal Recuperative Incinerators (TRIs) are widely used in industrial 

applications for the destruction of volatile organic compounds (VOCs), offering both high 

combustion efficiency and energy recovery. In these systems, the flow dynamics of fuel and 

air jets, formed at the burner and air vanes, play a key role in ensuring effective combustion 

and TRI performance. Accurately predicting the behaviour and interaction of those jets is 

essential for optimizing combustion efficiency and burner stability.  Salvador et al. [1] 

experimentally observed jet deflection towards one of the lateral walls in a laboratory-scale 

TRI, caused by the Coandă effect when jets are discharged near walls. However, their 

combustion simulations did not capture this phenomenon due to the assumption of 

axisymmetry, a common simplification for seemingly symmetric flows. To analyse in detail 

the interactions between multiple jets, as well as their interactions with the confining walls 

in the TRI described by Salvador et al. [1], this study presents 2D computational fluid 

dynamics (CFD) simulations without the axisymmetry assumption. This allows to capture 

the jet deflection and its effects. Insights from our previous work [2] provide a foundation 

for understanding the flow dynamics and heat transfer mechanisms explored in this study.  

The CFD model is validated against the experimental data from Salvador et al. [1]. The 

findings provide valuable insights into optimizing TRI design and improving the accuracy 

of non-axisymmetric flow predictions in TRIs. 
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Abstract The standard procedure to extract data from medical records is still a laborious 

process where research analysts examine a wide range of information sources. Hence, there 

is a strong need to improve automatic data extraction techniques. This study performed 

fine-tuning of the pretrained language models (PLMs)—BioElectra, PubMedBert, 

BioLinkBert, and Clinical Longformer—for named entity recognition (NER) in clinical 

texts. The clinical texts were extracted from records using the Tut-All software and were 

comprised of abstracts and methods sections. For performance analysis the mean of the F1-

score for each named entity tag was used across different hyperparameter optimizations. 

PubMedBert achieved the best performance results with a mean F1-score of 0.638 and an 

output range of 0.3. This performance was achieved after training with a learning rate and 

a weight decay of 5×10-5 and 3×10-3 respectively, employing default HuggingFace 

hyperparameters. Notably, PubMedBert exhibited superior performance on minority entity 

types, addressing a key challenge in real-world data applications. The optimized model not 

only expedites information retrieval, but also enhances the overall quality of extracted data, 

marking a valuable contribution to the data extraction data from medical records.   

DOI:10.5281/zenodo.15160962
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1. INTRODUCTION 

Over the years, the intersection of healthcare and technology has seen significant 

breakthroughs, and one of the driving forces behind this change has been the quick development 

of Natural Language Processing with the use of Pretrained Language Models (PLMs) for 

Named Entity Recognition (NER) [1].  

In the biomedical domain, a fundamental task of Natural Language Processing is the recognition 

of named entities, such as genes, diseases, species, chemicals, medical codes or drug names [2]. 

In an era where the volume of medical literature and patient data is growing exponentially the 

ability of PLMs to extract important entities in an automated way from complex medical texts 

is essential [3].  

The importance of the information in healthcare is in part supported by the growing paradigm 

of evidence–based medicine, which emerged with the XXI century [4] and is being transformed 

by the advent of Artificial Intelligence techniques [5]. This new era of evidence–based medicine 

is not only essential for advancing medical research and exploring the effectiveness of new 

drugs or side–effects, but mostly to manage the growing amount of data generated [6]. Named 

Entity Recognition (NER), and PLMs play a crucial role in this process [7]. 

To create databases used for this supported decision, in clinic or in research, medical researchers 

synthesize knowledge by combining information from multiple articles information to identify 

trends, patterns, and inconsistencies [8], [9]. This process is many times done manually but can 

be greatly streamlined and automatized by applying NER algorithms in the identification and 

categorization of specific entities within clinical publications [10]. 

Randomized controlled trials have been for some time the cornerstone of evidence practise 

medicine, as reliable evidence information for clinical decision [11], [12], [13]. Randomized 

controlled trials measure the effectiveness of a new intervention or reducing the bias and 

providing a rigorous tool to examine cause-effect relationships between an intervention and 

outcomes, due to the randomization of intervention and subjects treated [14]. The possibility to 

extract and compile the information of multiple registry repositories of randomized controlled 

trials is hence very attractive as database information used for support to healthcare decisions, 

development of pharmaceuticals or the creation of policies [15], [16]. By accurately identifying 

and categorizing key information, NER algorithms can help on revolutionizing clinical trials 

and ultimately on accelerating health research breakthroughs [17], [18], [19].  

This modern era of PLMs began with the introduction of word embedding models, such as 

Word2Vec [20] and GloVe [21]. These models laid the foundation for algorithms that encode 

the relationships and contextual meanings of words in a text [20], [21].  

Over the years, the field has witnessed significant progress, from the transformer architecture 

[22] to techniques like Embedding from Language Models (ELMo) [23] and Universal 

Language Model Fine-Tuning (ULMFiT) [24]. Transformer models have particularly 

revolutionized natural language processing by demonstrating improved ability to manage 

dependencies between words in a sentence [25] leading to breakthroughs in NER that align well 

with Evidence-Based Medicine, with some models already being trained for use in NER of 

medical entities [25], [26]. 
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Some of these models achieve good results with clinical NER, namely BioElectra [27], 

PubMedBert [28], [29], [30] , BioLinkBert [31], and Clinical Longformer [32], [33]. These 

models were then chosen as they demonstrated superior metrics compared to other medically 

fine-tuned pretrained large language models. All of them have been fine-tuned on medical 

literature to have adaptations specifically tailored for medical applications [28], [29], [30], [32], 

[33], [34]. It is important to note that Clinical Longformer has the unique advantage of not 

being constrained by the 512-token limitation observed in the Bert models, which enhances the 

model’s capacity to capture and interpret extensive medical text, expanding the scope and depth 

of the possible analysis [33]. 

The aim of this research was to enhance the accuracy and efficiency of entity extraction, 

recurring to PLMs in the clinical text databases property of the company Tut-All Software 

GmbH, located in Karlsruhe, Germany. Tut-All Software GmbH does annotation & data 

extraction of randomized clinical trials, as well as training of people within this field. By fine-

tuning these models on a custom data set using Tut-All databases the research aimed to improve 

the extraction of predefined medical entities, aiding in the automation of evidence-based 

medicine. Ultimately, this research aimed to contribute to more efficient data retrieval and 

better-quality controlled in medical research, helping researchers and practitioners make 

informed decisions. 

 

2. METHODS 

2.1 Data sets 

In this study 4 data sets were created and used to train the PLMs in the clinical entities’ 

recognition tasks. 

For the creation of the training data sets the randomized clinical trials databases property of 

Tut-All Software GmbH has been used. This database constitutes 1549 randomized 

controlled trials manually annotated by research analysts, with the help of a Scientific 

Workflow Tool (SWT) designed by Tut-All Software GmbH as described in figure 1.  

The SWT is a tool where data from randomized controlled trials are selected, assessed and 

extracted manually and automatically. 

These variables are values attributed to the entities, which need to be recognised in each 

publication. A basic workflow of this process can be also seen in figure 1.  
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Figure 1. Workflow of the process, from the paper selection and step done with the SWT to the results using the 

PLMs. 

 

The initial annotation process of the 1549 clinical records originated 2816 tags. These tags 

represent various entity types within the SWT, such as: 

  

CONDITION: Category of words that describe clinical condition (e.g. COPD, pneumonia, …). 

DESIGN: Category of words that describe the design of the study (e.g. Randomized controlled 

trial double blinded, …). 

SUBJECTS: Category of words that describe the subjects of the study (e.g. adults non-

smokers, …). 

GROUPS: Category of words that describe the samples of randomization (e.g. group A 

(medication A), group B (medication B), …). 

 

Subsequently, the abstracts and methods of each clinical record were collated with their 

corresponding tags and organized into a JSON file. Further refining the data set involved 

identifying and tagging entities within the abstracts and methods based on the context, resulting 

in the creation of two initial data sets. Recognizing the limitations of BERT-based models, 

which can only handle 512 tokens, the abstract data set underwent additional segmentation, 

leading to the generation of two additional data sets with varying total text lengths. The final 

four data sets created contained: 

 

            Abstract only – abstract of the record and the entity in the abstract.  

Abstract and methods – abstract from the record merged with the methods increasing the total 
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length of the text.  

Abstract and methods: 50 tokens segments – abstract and method were split into chunks of 

50 (words and punctuation) by counting the tokens.  

Abstract and methods: 512 tokens segments – abstract and method were split into chunks of 

512 tokens (words and punctuation) by counting the tokens.  

These summarized characteristics of the resultant data sets used are described in table 1.  

 
 

 Abstract 

only 

Abstract 

with method 

Abstract 

and 

methods 

(50 tokens) 

Abstract and 

methods 

(512 tokens) 

Total data 

sets 

1549 1549 50046 5563 

Training 

samples 

1239 1239 40036 4450 

Validation 

samples 

155 155 5005 557 

Testing 

samples 

155 155 5005 556 

 
Table 1. The base description of the data set after processing the raw data from the SWT in preparation 

for training and fine-tuning. The abstract with methods data has 5 times more texts and 3 times more unique 

texts in the data. 

 

 

2.2. Labels  

To create the labelled data set for the training raw JSON files have been used, created from the 

information extracted of randomized controlled trials with the SWT. These raw JSON files 

contained 1549 dictionaries with 5 identification keys, described below:  

 

PMID: PubMed reference number for records indexed in PubMed 

Title: Title of the record 

TEXT: Abstract or method depending on what was extracted by the SWT 

CONTEXT: Context of the annotated text containing the surrounding words for a biunique 

mapping  

ANNOTATIONS: Entities and their corresponding entity type.  

 

From these identification keys, the context is the reference for the others to be applied after, as 

it ensured that only the right entity in the text was matched. In figure 2 it is possible to see this 

process exemplified. 
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Figure 2. Overview of the labelling methodology, starting from the empty labels to the labelled output with the 

correct tags and the final tag representations to be used in training. 

 

 

As can be seen in figure 2, an empty label with equal length to the full–length text was created 

first. After that, the index of the context in the text was determined by matching the context in 

the full–length text. This served as the bounding range for the entity type, any other 

reoccurrence of the entity outside this range was ignored. Wherever no context was found or 

provided, every occurrence of the entities in the text was matched.  

Finally, the entity index was matched in the context with the empty labels. The entity types with 

very little representations were removed but allowed for some imbalance to mimic real world 

cases as seen in table 2, by comparing the different numbers of occurrences of each entity. The 

entity type B–GROUP D, was the one least represented with only 167 entries. 

The IOB format was also used, popularized by the CoNLL NER task [35] and initially proposed 

by Ramshaw & Marcus in 1995 [36]. In this format, "I" designates words inside an entity, "O" 

denotes non-entity words such as the punctuation, and "B" marks the beginning word of an 

entity [36]. This classification is used on table 2. 

 

 

 

Entities Abstract 

only 

Abstract 

and methods 

Abstract and 

methods 

(50 tokens) 

Abstract and 

methods 

(512 tokens) 

B–SUBJECTS 1853 3661 3661 3661 

B–CONDITION 1384 1949 1949 1949 

B–DESIGN 826 1393 1393 1393 

B–GROUP A 3300 5498 5498 5498 

B–GROUP B 2531 4730 4730 4730 

B–GROUP C 562 1330 1330 1330 

B–GROUP D 167 395 395 395 

I–CONDITION 3689 5648 5648 5648 

I–DESIGN 3176 5423 5423 5423 
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I–GROUP A 2098 3030 3030 3030 

I–GROUP B 1553 2610 2610 2610 

I–GROUP C 548 1303 1303 1303 

I–GROUP D 230 348 348 348 

I–SUBJECTS 1418 3681 3681 3681 

O 538946 2416829 2416829 2416829 

 

Table 2. Distribution of entity types in the 4 data sets. 

 

2.3. Name Entity Recognition Training 

For the training and finetuning process with V100 and T4 GPU, Google Colab has been used. 

The 4 data sets were split into training validation and test on the proportions of 80%, 10%, 10% 

respectively. 

The performance of each model was assessed by comparing the mean F1-score. The ability of 

the model to learn evenly across all tags was looked at using the F1-score range (the difference 

between the maximum and minimum F1-score gotten for each tag).   

BioElectra model was pretested and was posteriorly trained with the data sets and the learning 

rate which gave the best convergence F1-score, being these parameters presented in table 3.  

Beside BioElectra were applied PubMedBert, BioLinkBert, and Clinical Longformer, which 

were trained using the best performing hyperparameters, being this information also presented 

in table 3. 

Clinical Longformer is able to accept longer sequences of text, when compared with the other 

pre trained language models. For this reason, it was trained only with long texts, and hence 

applied to the data set composed by abstract and methods, as this data set is the only one where 

individual entry are consistently longer than 512 tokens. It was trained on a max token length 

of 4096, while the three other models used 512 tokens of maximum length and were applied to 

the other 3 data sets as well. 

 

2.4. Hyperparameter Tuning 

 

All the hyperparameter combinations used are presented in table 3, for the overall choice of 

hyperparameters the HuggingFace trainer arguments have been used. The epochs, learning rates 

and weight decay were varied. To evaluate the model in training and testing the F1-score for 

each entity type in the model has been computed. The model overall performance is determined 

by calculating the mean F1-score obtained. 

BioElectra and PubMedBert have 108903183 training parameters, while BioLinkBert and 

Clinical Longformer have 107653647 and 148080399 respectively, these numbers were 

calculated recurring to the HuggingFace function. 

To all training the adamw_torch optimizer has been applied. To preprocess the data sets into 

tokens the Fast tokenizer was applied. For all the experiments 15 tags have been used in each, 
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while punctuation marks of the data sets have been included as well.  
 

 

 

Model 

 

Applied Learning Rates 

 

Weight 

Decay 

 

Data set 

 

 

 

 

 

BioElectra 

 

 

5×10-5, 1×10-5, 1×10-6, 7.5×10-4, 

5×10-4 

3×10-3 Abstract 

5×10-5, 1×10-5, 1×10-6, 7.5×10-5, 

2.5×10-5 

3×10-3 Abstract and methods 

5×10-5, 1×10-5, 1×10-6, 5×10-6, 

1×10-7, 1.25×10-6, 7.5×10-7, 

2.5×10-6 

3×10-3 Abstract and methods: 50 tokens 

5×10-5, 1×10-5, 1×10-6, 1×10-4, 

2.5×10-5, 5×10-6, 5×10-4, 3×10-5 

3×10-3 Abstract and methods: 512 

tokens 

5×10-4 4×10-3 Abstract and methods: 512 

tokens 

 

 

BioLinkBert 

 

7.5×10-5, 5×10-4, 5×10-5 3×10-3 Abstract 

7.5×10-5, 2.5×10-5, 1×10-5, 5×10-5 3×10-3 Abstract and methods 

5×10-6, 1×10-6, 5×10-5 3×10-3 Abstract and methods: 50 tokens 

2.5×10-5, 3×10-5, 5×10-5 3×10-3 Abstract and methods: 512 

tokens 

 

PubMedBert 

 

7.5×10-5, 5×10-4, 5×10-5 3×10-3 Abstract 

7.5×10-5, 2.5×10-5, 1×10-5, 5×10-5 3×10-3 Abstract and methods 

5×10-6, 1×10-6, 5×10-5 3×10-3 Abstract and methods: 50 tokens 

2.5×10-5, 3×10-5, 5×10-5 3×10-3 Abstract and methods: 512 

tokens 

 

 

Clinical 

Longformer 

 

8.5×10-5, 2.5×10-5, 5×10-5, 5×10-4, 

1.25×10-5, 1×10-5 

3×10-3 Abstract and methods 

5×10-5 1×10-3 Abstract and methods 

5×10-5 5×10-3 Abstract and methods 

5×10-5 5×10-4 Abstract and methods 

 

Table 3. Hyperparameters applied to the training of all 4 PLMs models. 
 

3. RESULTS 

 
The results of the mean F1-scores obtained are presented in table 4. Changing the leaning rates 

influenced the performance of the PLMs, as different models achieved optimal performance 

with different learning rates. While BioElectra demonstrated optimal performance with the 
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learning rate varying between 5×10-6 and 1×10-4, for PubMedBert and BioLinkBert, the most 

effective learning rate was 5×10-5, showcasing their robust performance between the range of 

5×10-6 to 5×10-4.  

Clinical Longformer also exhibited its best performance at a learning rate of 5×10-5; however, 

its mean F1-score fell below that of PubMedBert, BioLinkBert, and BioElectra.  

Among the data sets, the abstract and methods: 50 tokens, consistently produced great results 

across all models. The removal of punctuation marks from certain data sets did not significantly 

impact model output, for this reason, all models were evaluated with punctuation included. 

PubMedBert achieved better results than the other models, with a mean F1-score of 0.64, 

closely followed by BioLinkBert at 0.6. Although the differences in results were marginal, the 

decisive metric was the range, representing the disparity between the maximum and minimum 

F1-scores for entity types. This range serves as a statistical measure of a model's ability to learn 

across both majority and minority entity types. PubMedBert achieved a range of 0.3, while 

BioLinkBert's range was markedly higher at 0.76. 

PubMedBert achieved better results when applied to the minority tags, as shown in table 4, 

where PubMedBert successfully predicted entity type "Group D," while BioLinkBert produced 

blank predictions for the same category. This underlines PubMedBert's effectiveness in 

capturing nuances within the data, highlighting its potential for improved performance in 

handling minority entity types. These values of F1-scores, for the different entities, are in table 

4. 
 

 Pretrained Language Models 

Entities BioElectra BioLinkBert PubMedBert Clinical 

Longformer 

B–CONDITION 0.55 0.65 0.59 0.35 

I–CONDITION 0.64 0.63 0.59 0.44 

B–DESIGN 0.62 0.65 0.63 0.53 

I–DESIGN 0.73 0.76 0.74 0.59 

B–SUBJECTS 0.59 0.67 0.55 0.33 

I–SUBJECTS 0.53 0.60 0.50 0.38 

B–GROUP A 0.72 0.69 0.75 0.46 

I–GROUP A 0.60 0.55 0.57 0.48 

B–GROUP B 0.67 0.56 0.69 0.36 

I–GROUP B 0.48 0.53 0.50 0.23 

B–GROUP C 0.64 0.61 0.72 0.00 

I–GROUP C 0.53 0.36 0.60 0.00 

B–GROUP D 0.71 0.00 0.81 0.00 

I–GROUP D 0.38 0.00 0.71 0.00 

Mean F1-score 0.60 0.60 0.64 0.35 
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Table 4. Best performing F1-score metrics and mean F1-score for all pretrained language models for each entity. 

 

On figures 3, 4, 5 and 6 it is possible to see the mean F1-score for each PLM on each data set, 

where it was applied. BioElectra, BioLinkBert and PubMedBert have comparable results. 

PubMedBert and BioElectra are preferred over BioLinkBert as they learned and gave F1-scores 

for all entities, while BioLinkBert learned only the majority of entities and failed in the minority 

entities, which can be seen as an overall worse performance in these figures and is marked as 

null or lower values on table 4 results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

Figure 3. Mean F1-score for BioElectra 

performance with different data sets. 

Figure 4. Mean F1-score for BioLinkBert 

performance with different data sets. 

Figure 5. Mean F1-score for PubMedBert 

performance with different data sets. 
Figure 6. F1-score of the Clinical 

Longformer, which was trained on the 

abstract and methods data set. 
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4. DISCUSSION 

 

This study examined two 4 different Pretrained Language models for clinical entity recognition: 

pretrained language models (PLMs)—BioElectra, PubMedBert, BioLinkBert, and Clinical 

Longformer—for named entity recognition (NER) in clinical texts. The clinical tests were 

extracted in different types of text lengths and clinical entities. From these 4 models tested 

PubMedBert achieved superior results being able to classify entities in minority data, in 

which the other models struggled. In real-world scenarios, data imbalances are common, 

PubMedBert demonstrated its ability to perform well (mean F1-score between 0.60 and 

0.81) even when the other models Clinical Longformer and BioLinkBert obtained a F1-

score of zero. This disparity is crucial, as it highlights PubMedBert's superior capacity to learn 

minority tags. The model's performance on skewed data, specifically its ability to produce 

results for minority tags was demonstrated even without utilizing data balancing techniques. 

A surprising outcome was the Clinical Longformer's approximately 50 percent lower mean F1-

score compared to other models, despite its capability to process longer text sequences. A 

different approach was chosen for this model when compared with the other three used models, 

and this limits the extrapolation of the results. From the literature, it is suggested that the 

increased length of text would lead to better learning of the models [6],  our results contradicted 

this assumption, and more work needs to be done in uncovering the reasons for these 

unexpected results. This is not the only surprising result, the data set of abstract and methods 

with segments of just 50 words, outperformed data sets with longer texts and closely matched 

the abstract with methods data set, on all models training.  

The F1-scores obtained in this work are lower when compared with some other literature 

studies, but this can be explained by the nature of the data sets as the included data highly 

influence the results obtained. These results show the importance of the data set format, quality, 

and labelling processes. Most of the Named Entity Recognition works rely on publicly available 

data sets that have been refined and labelled to suit the task, resulting in high F1-scores [37], 

[38]. However, for applications with complex, and interrelated entity types, fitted data sets 

become necessary. The data set of Tut-All uses intermediary steps of validation, is more 

segmented than the publicly available, as it has extra preprocessing steps done by internal peer 

review, refining the data sets publicly available can be more realistic when compared with the 

public data sets. Hence the results achieved in this research, are most probably more useful for 

this type of analysis, but also more moderated in results, highlighting the need for further 

developments to be built upon this work.  

Future works can focus on better fine tuning and standardization to achieve better results. The 

possibility of improving results by segmenting the data set with a focus on using complete 

sentences for better learning is also considered. To address overfitting and enhance model 

generalization, increasing the number of data sets is essential.  

Finetuning the Clinical Longformer could benefit from warm-up steps [39], potentially 

improving performance and enabling evaluation of clinical text with extended token lengths. 

Varying epochs during training helped alleviate overfitting, but this remained a persistent issue. 
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The adjustment of learning rates and weight decay was crucial for achieving optimal 

convergence. 

Gu et. al has shown that the tagging methodology and dummification could have different 

results in PubMedBert, future works could explore creating other fitted data sets with other 

methods [40]. In this research, the data set was chunked by linearly counting a set number of 

tokens, this can be improved by chunking with full stops or other sentence terminating 

punctuations. This will ensure the chunks of text from which the models are learning from are 

complete sentences or phrases. Also, augmentation techniques could be used to improve the 

data set or more records could be explored using the SWT to increase the data set for future 

works.  

The use of the entities could also be further explored, as the current methods are to label it once, 

but ignore it in every other occurrence. However, this could potentially confuse the model if 

they are used in different contexts.  

For real clinical application, the trustworthiness of the results is an important factor that could 

determine if fine-tuned PLMs can be used in the field, without human supervision in the 

subsequent steps. 

 

5. CONCLUSIONS 

Biomedical PLMs can be very useful for automated analysis of clinical entities in scientific 

texts. 

- To fully utilize the biomedical pretrained language models in clinical applications, the 

performance through refining the data set is necessary.  

- Future annotations with more data have the potential to improve the model.  
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Abstract In this work, we propose an efficient one-point quadrature scheme for higher-
order virtual elements in inelastic problems. By solving the evolution equation at a single 
integration point per element, our approach significantly reduces computational cost. The 
method leverages a Taylor series expansion of the pseudo-energy, which naturally 
decomposes into spatial derivatives and geometric terms based on the initial element 
coordinates. These derivatives are efficiently computed using automatic differentiation in 
AceGen, ensuring both accuracy and efficiency. This framework enables robust and 
computationally efficient simulations of inelastic materials within the VEM approach. 
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Abstract It is common to spend considerable time writing and implementing equations for 

1D mass-spring-damper dynamics models when teaching the simulation of system 

dynamics using MATLAB ode solvers. These models typically involve masses, springs, and 

dashpots. In this paper, the authors present a systematic symbolic calculus approach to 

automate the process of deriving the necessary equations from the model and first 

principles. This approach utilizes a table, similar to the connectivity table used in finite 

element analysis. In this paper, the process is limited to 1D cases but can be used for 

complex systems by extending the symbolic definitions and equations accordingly. These 

equations are central to the time integration function, such as the ode45 function in 

MATLAB. This method streamlines the process of quickly writing and testing different 

models, reducing frustration caused by minor typographical errors that often arise. First, 

a basic 1D dynamics model is defined using a simple example. Next, a straightforward 

MATLAB symbolic code that automatically generates the equations for the subroutine 

called by the Ordinary Differential Equations (ODE) solver is introduced. Finally, the 

system's response over time is obtained, including the positions and velocities of the 

system for the given initial conditions. 
  
 

 

  

DOI:10.5281/zenodo.15161092

93



Miguel M. Neves1*and H. Policarpo2 

1. INTRODUCTION 

There are several reasons why one should care about mass-spring systems. In fact, a wide 

range of engineering problems can be modelled using simple mass-spring systems. The mass-

spring-damper model, which consists of discrete masses connected by springs and dampers, is 

particularly effective for simulating various phenomena. Not only mechanical, it also has an 

electrical-mechanical analogy, which makes it valuable for solving several other types of 

problems.  

By applying Newton's second law to the forces and dynamic equilibria of the point 

masses—including the forces exerted by the springs and any external forces—one can derive 

a second-order differential equations system (as outlined in [1]). These equations can 

generally be solved using symbolic calculus for simple cases or with ODE solvers for more 

complex systems. Even though in this paper, only simple systems were considered to obtain 

the motion equation recurring to Newton's second law, for systems that are more complicated 

one may use the Lagrange-Hamilton principle. 

Creating and implementing equations of motion for 1D mass-spring-damper models is a 

common exercise in simulating basic system dynamics, particularly in educational contexts. 

However, this process can be time-consuming and susceptible to minor errors. While there are 

studies [2,3] that explore the derivation of dynamic models, such as in the robotics industry 

and car suspension systems, the authors did not find any literature directly addressing the here 

proposed automatic derivation method. Nonetheless, one assumes that similar efforts may 

have likely been undertaken. 

In this paper, the authors propose a systematic approach to automate the derivation of the 

necessary equations from the model and first principles. This method utilizes a simple table, 

similar to the connectivity table used in finite element analysis [4] and the MATLAB 

programming capacities. While in this paper, this symbolic method is limited to 1D 

translational cases, it can be extended to more complex systems by adapting the symbolic 

definitions and equations. 

This approach streamlines the process of writing and testing different models, reducing the 

frustration associated with typo errors that appear when equations are manually coded. The 

derived equations are compatible with the MATLAB symbolic toolbox, enabling efficient 

symbolic computations. Additionally, the same equations are compatible with MATLAB’s 

ODE solvers, such as the ode45 function, allowing for numerical approximations of the 

system's behaviour.   

The structure of the paper is as follows: After this introductory section, the fundamental 

concepts are presented in section 2. Next, in section 3, a basic 1D dynamics model is defined 

using an example for which the equations are derived manually and using MATLAB 

symbolic code that automatically generates the equations. Then it is shown in section 4, for an 

example of a simplified ¼ car suspension (i.e., only one wheel) how to obtain the system's 

response over time, including position and velocity for a set of given initial conditions. The 

paper demonstrates how to use the derived equations for: i) symbolic computation to obtain 

an analytical solution; and ii) for numerical approximation using the ODE solver. In section 5, 

it is presented another example, with more masses and connections, to illustrate the potential 
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of the proposed method. Finally, in section 6, the main conclusions are presented.  

2. FUNDAMENTALS 

Mass-spring-damper models, as previously mentioned, consist of discrete masses connected 

by springs and dampers, also discretized for two-point connections. These systems are 

typically discrete, meaning that the masses are concentrated at specific points, with springs 

and dashpots (dampers) connecting them. 

The forces applied to springs follow Hooke’s Law, which states that the force exerted 

by a spring is proportional to the displacement from its equilibrium length: 

  𝐹𝑠𝑝𝑟𝑖𝑛𝑔 = −𝑘 ⋅ (𝐿 − 𝐿0)  (1)  

 

Here, k is the spring constant, L is the current length of the spring, and L0 is the 

natural (unstretched) length or rest length of the spring. The force is directed opposite to the 

displacement, indicating that the spring attempts to restore the system to its equilibrium 

position.  

Dashpots are components that introduce a viscoelastic damping behaviour between the 

masses. The force exerted by a dashpot is proportional to the rate of change of displacement 

(velocity), and it opposes the motion: 

 𝐹𝑑𝑎𝑠ℎ𝑝𝑜𝑡 = −𝑐 ⋅
𝑑𝐿

𝑑𝑡
 (2)  

where c is the dashpot constant, and dL/dt represents the velocity of the length variation. 

Dashpots model friction or energy dissipation, such as the action of a car shock absorber or 

muscle tissue. 

To derive the equations of motion for these systems, one first separates the system in 

several free-body diagrams (one for each mass) and sum the forces acting on each mass, 

including any external forces Fexternal. Using Newton's second law of motion, one obtains the 

differential equations that govern the motion of the masses in the system. 

   ∑𝐹 = 𝑚 ⋅ 𝑎   = 𝑚 ⋅
𝑑2𝑦

𝑑𝑡2  (3)  

where the sum of forces F is the net force, m is the mass, and a is the acceleration of the 

respective mass. The acceleration is the second derivative of displacement with respect to 

time, and this will lead to a second-order differential equation with the dependent variable y 

(displacement) and the independent variable t (time). 

The system’s parameters include the masses mi, spring constants kj, and dashpot 

constants cj. To fully define the system response, two initial conditions are required for each 

mass: its initial displacement from a reference point and its initial velocity. 

The system may be either unforced, where motion is driven solely by the initial 

conditions, or it may be forced, with an external excitation f(t). In the unforced case, any 

motion arises purely from the initial conditions, which may involve the springs being 

stretched or compressed at t=0. 
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In the next section is illustrated, with one example, how the equation of motion is 

obtained for the system. It typically results in a linear constant-coefficient second-order ODE. 

3. OBTAINING THE SYSTEM OF EQUATIONS  

The following mass-spring-dashpot system represents a simplified model of the suspension 

system of one quarter of an automobile. The mass 1 is the corresponding part from the 

wheel and suspension and mass 2 is the corresponding part of the vehicle. The input to the 

system is the time-varying displacement y0(t) that represents the road position along the 

time. It is assumed permanent contact of tire with the road. The shock absorber is 

composed by its massless spring k2 and massless dashpot c2. The vehicle tire is 

represented by the spring k1 with negligible damping. This example was adopted from 

[5].  

 

 

Figure 1. Mass-spring-dashpot system representation of a simplified model of the suspension system of 

one quarter of an automobile. 

3.1. Analytical procedure done manually 

 

Applying Newton’s law of motion to the two masses, according to their free-body 

diagram (see Fig. 2), yields the following system of equations. 

 

 

2 1
01 02

02

2

1
1 1 1 0 2 2 1 22

2

2 2 1
2 2 2 1 22

d y dy dy
m = -k * (y - y -L )+ k * (y - y -L )+c * ( - )

dt dt dt

d y dy dy
m = -k * (y - y - L ) - c * ( - )

dt dt dt








 (4)  
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Figure 2. Free-body diagrams for each mass and its external forces 

The symbolic procedure allows to input the equations as second ODE. 

3.2. Automatizing the obtaining of motion equations procedure with MATLAB 

The procedure described in section 3.1 to obtain the equations from the Newton’s law 

of motion to the two masses, according to their free-body diagram, may be implemented 

computationally to automatically produce the respective equations. 

For it, the following code was implemented.   

It start by imputing the Number of Connections of each mass M(i), in this case are 2 for 

mass 1 and 1 for mass 2.  

Next, one defines the connectivity table in the following format by line 

Table(i,:)=[iM,jM,iK,iC]; which corresponds to conectivities of mass ‘i’ with other masses 

‘j’, and corresponding index of de spring and of the dashpot , if present. The following 

code is the result of this implementation. 

 

clear all; close all; clc 
%========================================================================== 
Orientation='V'  %use H=horizontal Ox or V=Vertical Oy 
%========================================================================== 
NumberConnectionsM(1)=2; %% 1 springs and (1spring+1dashpots) NumberOfLinesInTable 
NumberConnectionsM(2)=1; %% 1 (1spring+ 1dashpots) 
% 
n1=NumberConnectionsM(1);    %  2 
n2=n1+NumberConnectionsM(2); %  3 
pointer=[n1,n2] 
% 
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Table=[1,0,1,0;...  %  conectivities i j knumber cnumber  
       1,2,2,2;...  %% 4 means k4 assembled (pretension may be included) 
       2,1,2,2];... %% repetition of 2,3,0,2; 
 

These are all the inputs needed to obtain the equations of the system. It also considers the 

two orientation possibilities of the system, all in Ox direction (‘H’) or all in Oy direction 

(‘V’).  

 
%========================================================================== 
 
if Orientation=='H' 
    strvar='x' 
elseif Orientation=='V' 
    strvar='y' 
else 
    display('Orientation used is not implemented') 
end 

 

The numerical procedure requires that all the equations be of first order differential 

type, so one need to reduce them to a system of first order equations. Here, one decided to 

have first all the velocities and after, all the accelerations terms. Based on (4), the 

following system of first order ODE are obtained. 

 

 

3

2
4

2 1
01 02

3

1

02

4

2

1

1 1 0 2 2 1 2

2 1
2 2 1 2

dy
y

dt

dy
y

dt

dy dy
-k * (y - y -L )+ k * (y - y -L )+ c * ( - )

dy dt dt
=

dt m

dy dy
-k * (y - y - L ) - c * ( - )

dy dt dt
=

dt m





 



 
  

 



 
   




 (5)  

For it, the following code is implemented. 

 
%=================================================================== 
nmasses=size(pointer,2)      % number of mass (bodies) 
%=================================================================== 
for mm=1:nmasses 
str= horzcat('d',strvar,'(', num2str(mm), ',1)=',strvar,'(', num2str(mm+nmasses), 
');') 
eq(mm,1)={str}; 
end% 
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For each mass, the code goes through the Table lines and the corresponding force terms 

are added to a string (in the code is the variable str) using MATLAB commands horzcats. 

First, it uses information of column 3 of the Table, i.e. for the springs.  
 

for mm=1:nmasses 
%=================================================================== 
% define lines of table for this mass == from iline to kline 
  if mm~=1 
  iline=pointer(mm-1)+1;   % next line is pointer(mm-1)+1 
  else                     % where pointer=[n1,n2,n3]; 
  iline=1;                  % avoid index zero inside pointer(mm-1) 
  end                      % 
  kline=pointer(mm); 
  %=================================================================== 
  %str='('; % needed 
  str= horzcat('d',strvar,'(', num2str(nmasses+mm), ',1)=(') 
  %=================================================================== 
for ii=iline:kline 
  if (Table(ii,3)~=0) 
  %====================== SPRINGS ============================= 
  if (Table(ii,1)>Table(ii,2))  
      Lsignal='-'; 
  strX=sprintf(['%s %s%i%s%s%i %s%s'],'Because assumes: ',... 
                strvar,Table(ii,1),'>',strvar,Table(ii,2),' => ',Lsignal); 
  else 
      Lsignal='+'; 
      strX=sprintf(['%s %s%i%s%s%i %s%s'],'Because assumes:', ...  
                    strvar,Table(ii,1),'<',strvar,Table(ii,2),' => ',Lsignal); 
  end 
  display(strX); 
  aux=horzcat('-k(',num2str(Table(ii,3)),')*(',strvar,'(',num2str(Table(ii,1)),')-
',... 
                                               
strvar,'(',num2str(Table(ii,2)),')',... 
                                               
Lsignal,'L0(',num2str(Table(ii,3)),'))'); 
  str=horzcat(str,aux); 
  end %if(Table(ii,3)~=0) 
  %=================================================================== 

 

After, it uses information of column 4 of the Table, i.e. for the dashpots. 
 

  %==========================DASHPOTs=========================== 
  if (Table(ii,4)~=0) 
  aux=horzcat('-
c(',num2str(Table(ii,4)),')*(d',strvar,'(',num2str(Table(ii,1)),')-
d',strvar,'(',num2str(Table(ii,2)),'))'); 
  str=horzcat(str,aux); 
  end 
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  %=================================================================== 
end %ii 
str=horzcat(str,')/m(',num2str(mm),');'); 
eq(nmasses+mm,1)={str}; 
end% mm%========================================================================= 

 

Finally, it write the equations to the display and to a txt file. 
 

%eq 
g0=[eq(1:nmasses)] 
gy=[eq(nmasses+1:2*nmasses)] 
display('Remark: It assumes i>j ==> xi>xj and signals of forces are according to 
it') 
display('Remark: Remove any x(0) replace by x0 value or expression and dx(0) as 0 
or expression') 
writecell([g0; gy],'C_tab.txt','Delimiter','tab') 

 

Running this code with the input data, one gets the required equations in the display as 

well as in the file C_tab.txt. 

 
dy(1,1)= y(3); 

dy(2,1)= y(4); 

dy(3,1)= (-k(1)*(y(1)-y(0)-L0(1))-k(2)*(y(1)-y(2)+L0(2))-c(2)*(dy(1)-dy(2))))/m(1); 
dy(4,1)= (-k(2)*(y(2)-y(1)-L0(2))-c(2)*(dy(2)-dy(1))))/m(2); 

  (4)  

These equations are correct, see equations (3). 

 

4. SOLVING THE SYSTEM OF DIFFERENTIAL EQUATIONS  

4.1. Using symbolic computation toolbox of the MATLAB 

For simple systems, it may be solved using MATLAB’s the symbolic computation 

toolbox, as exemplified by the following code. 

 
clear all; clc 
 
syms u1(t) u2(t) u3(t) u4(t) t 
 
m = [110; 1900];  
k = [136; 16];  
c = [0; 176];  
%===================== Put Eqs here ======================================== 
ode1 = diff(u1) == u3; 
ode2 = diff(u2) == u4; 
ode3 = diff(u3) ==  (k(1)*.05*sin(3*pi*t)-c(2)*(u3-u4)-k(2)*(u1-u2)-k(1)*u1)/m(1); 
ode4 = diff(u4) ==  (c(2)*(u3-u4)+k(2)*(u1-u2))/m(2);  
odes = [ode1; ode2; ode3; ode4] 
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cond1 = u1(0) == 0; 
cond2 = u2(0) == 0; 
cond3 = u3(0) == 0; 
cond4 = u4(0) == 0; 
conds = [cond1; cond2; cond3; cond4]; 
[u1Sol(t),u2Sol(t),u3Sol(t),u4Sol(t)] = dsolve(odes,conds) 
 
 
VpaU1=vpa(u1Sol); tt=0:0.01:5; YY=matlabFunction(VpaU1); yy=real(YY(tt)); 
plot(tt,yy); hold on 
VpaU2=vpa(u2Sol); tt=0:0.01:5; YY2=matlabFunction(VpaU2); yy2=real(YY2(tt)); 
plot(tt,yy2) 
grid on 
legend('u1Sol','u2Sol','Location','best') 
title('Analytical Solution') 

 

The code generates the following plot (Fig. 3) for the position of the masses. It presents 

the idea and coding, but it is only a first quick prototype. This helps teachers, but to learn 

one recommends that students practice for several examples. Animations were considered 

out of scope of this manuscript but are also important for the analysis. 

 

 

Figure 3. Plot of positions in time obtained with the Symbolic Toolbox 

This is the expected plot, where the wheel (u1) oscillates more, dissipating energy, while 

the chassis (u2) oscillates less. 
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4.2. Using numerical computation with ODEs of the MATLAB 

In general, it may be solved using numerical MATLAB’s integration of ODEs . The 

following code exemplifies it. 

 

clear all; clc 
m = [110; 1900];  
k = [136; 16]; 
c = [0; 176];  
opts = odeset(RelTol=1e-8,AbsTol=1e-8); 
[t, y] = ode45 (@spring, [0 5], [0,0,0,0],opts, m, k, c);  
plot (t, y(:, 1), t, y(:, 2)); 
 

 

function yp = spring (t, y, m, k, c) 
yp = zeros(4,1); 
yp(1) = y(3);  
yp(2) = y(4);  
yp(3) = (k(1)*.05*sin(3*pi*t)-c(2)*(y(3)-y(4))-k(2)*(y(1)-y(2))-k(1)*y(1))/m(1);  
yp(4) = (c(2)*(y(3)-y(4))+k(2)*(y(1)-y(2)))/m(2);  
 

The above script runs ode45 with the function spring and produces the following result 

(Fig. 4), which is practically equal to the one obtained with the Symbolic Toolbox.  

 

 

Figure 4. Plot of positions in time obtained with ode45 with function spring. 
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5. EXAMPLE WITH MORE CONNECTIONS 

To illustrate the potential of the method to generate the motion equations, let us 

consider another example. In principle, one can have as many finite masses and 

connections as necessary. 

 

Figure 5. A three masses system 

To obtain the equations of motion for the system of the Fig.5, one needs to give the 

orientation (in this case is horizontal) and the connectivity table. The mass 1 has three 

connections, because the spring 1 and dashpot 1 count as one. The masses 2 and 3 have 

two connections each. 

 

clear all; close all; clc 
%========================================================================== 
Orientation='H'  %use H=horizontal Ox or V=Vertical Oy 
NumberConnectionsM1=3; %% 2 springs and (1spring+ 1dashpots) NumberOfLinesInTable 
NumberConnectionsM2=2; %% 1 springs and (1spring+ 1dashpots) 
NumberConnectionsM3=2; %% 1 springs and (1spring+ 1dashpots) 
n1=NumberConnectionsM1;    %  4 
n2=n1+NumberConnectionsM2; %  7 
n3=n2+NumberConnectionsM3; % 10 
pointer=[n1,n2,n3] 
Table=[1,0,1,1;...  % conectivities i j knumber cnumber   
       1,3,4,0;...  %% 4 means k4 assembled (pretension may be included) 
       1,2,2,0;...  % conectivities i j knumber cnumber 
       2,1,2,0;...  %repetition of 1,2,2,0 
       2,3,3,3;...  % conectivities i j knumber  
       3,1,4,0;...  %% repetition 4 means k4 assembled  
       3,2,3,3];    %repetition of 2,3,3,0;   %3,2,0,3 
 

 

These are all the necessary inputs to obtain the equations for the system. It also 
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considers the orientation of the system, in this case are all in Ox direction (‘H’).  

Running the code described in the section 3.2 with the orientation information and the 

Table given, it produces the motion equations of the system, in the display as well as in 

the file C_tab.txt. The equations obtained in this case are: 

 
dx(1,1)=x(4); 

dx(2,1)=x(5); 

dx(3,1)=x(6); 

dx(4,1)=(-k(1)*(x(1)-x(0)-L0(1))-c(1)*(dx(1)-dx(0))-k(4)*(x(1)-x(3)+L0(4))-k(2)*(x(1)-

x(2)+L0(2)))/m(1); 
dx(5,1)=(-k(2)*(x(2)-x(1)-L0(2))-k(3)*(x(2)-x(3)+L0(3))-c(3)*(dx(2)-dx(3)))/m(2); 

dx(6,1)=(-k(4)*(x(3)-x(1)-L0(4))-k(3)*(x(3)-x(2)-L0(3))-c(3)*(dx(3)-dx(2)))/m(3); 

  (5)  

Like in section 4.2, these equations can now be solved using MATLAB’s numerical 

integration of ODEs. The following code exemplifies it. 

 
function [] =  MyTest() 
%==================================================== 
m=[15; 25;5]; X0=[1.; 1.5;1.6]; V0=[0.; 0.;0.]; 
k=[23; 25;16;30]; L0=[1; 0.5;0.1;0.5]; c=[30; 2; 2; 5]; 
t0=0; tf=20; 
%==================================================== 
[t, y] = ode45 (@ode_Ndof, [t0 tf], [X0',V0'],[], m, k, c, L0);  
figure(1) 
plot (t, y(:, 1), t, y(:, 2),t, y(:, 3));  
legend('position1','position2','position3') 
figure(2) 
plot (t, y(:, 4), t, y(:, 5),t, y(:, 6));  
legend('veloc1','veloc2','veloc3') 
%==================================================== 
function dx = ode_Ndof(t,x, m, k, c,L0) 
% 
 x0=0; dx0=0; %fixed on the left 
 dx(1,1)=x(4); 
 dx(2,1)=x(5); 
 dx(3,1)=x(6); 
 dx(4,1)=(-k(1)*(x(1)-x0-L0(1))-c(1)*(dx(1)-dx0)-k(4)*(x(1)-x(3)+L0(4))-  
k(2)*(x(1)-x(2)+L0(2)))/m(1); 
 dx(5,1)= (-k(2)*(x(2)-x(1)-L0(2))-k(3)*(x(2)-x(3)+L0(3))-c(3)*(dx(2)- 
dx(3)))/m(2);  
 dx(6,1)= (-k(4)*(x(3)-x(1)-L0(4))-k(3)*(x(3)-x(2)-L0(3))-c(3)*(dx(3)-
dx(2)))/m(3); 
end 
end 

 

The above function runs ode45 with the function spring and produces the following 

result (Fig. 6). 

104



Miguel M. Neves1*and H. Policarpo2 

 

Figure 6. Plot of positions in time obtained with ode45 with function MyTest. 

Note that the system has in its initial position the spring 4 in traction, while the others 

are in their rest length position. When the system is released from its initial position, it 

undergoes into free vibration and is damped by the two dashpots up to the final 

equilibrium position. Therefore, body 3 starts by moving back, which is the expected 

behaviour. The example illustrates how the automatic derivation of motion equations can 

be applied to help with these analyses.  
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6. CONCLUSIONS 

In this paper is presented a tool that automatically derives the equations of motion for 

mass-spring-damper systems based on Newton’s Second Law. The method requires only a 

connectivity table detailing the connections between masses, springs, and dampers. Initially, 

the approach is limited to one-dimensional translational motion with external forces or 

unconstrained motion. 

This paper introduces the concept and provides a basic prototype of the code, though it is 

still in its early stages. For instance, the connectivity table can be enhanced to eliminate 

redundant connections when multiple masses are involved, reducing any repetitive input. 

With further refinement, the tool has the potential to automatically generate all the necessary 

code for system analysis, including reading input data for springs, dampers, masses, and 

initial conditions from an external file. 

This method aims to assist educators in teaching complex systems involving multiple 

masses, springs, and dampers. However, it is recommended that students first practice 

deriving the equations of motion manually to deepen their understanding. While animations 

would be valuable for visualizing these systems, they were beyond the scope of this work. 

To solve the equations of motion, one initially used MATLAB’s symbolic tools, followed 

by the ode45 Runge-Kutta numerical integration method to compute the system’s response. A 

comparison of the results confirmed the accuracy of the approach. 

In conclusion, while obtaining analytical solutions is important, engineers are typically 

more interested in the qualitative characteristics of the solutions, such as resonance and beats. 

This method provides a quick way to assess these important system behaviours. 
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Abstract. An operator-based technique for the construction of solutions to Caputo frac-
tional differential equations (FDEs) is presented. The proposed methodology is based on
the concept of fractional order power series, with the solutions to the considered FDE
initially expressed as a series expansion with fractional exponents. The FDE is then
transformed into an equivalent ordinary differential equation (ODE) of a special form ob-
tained via a nonlinear independent variable transformation. This reduction allows the use
of classical techniques developed for ODEs, and once the ODE is solved, the solution is
mapped back to obtain the solution to the original FDE. This approach enables the ap-
plication of established semi-analytical and numerical techniques for ODEs to effectively
solve Caputo FDEs.
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Abstract.
Conventional numerical approaches, such as the finite element method (FEM) can effec-
tively model complex processes like bone remodeling. However, they often require consid-
erable computational resources. Recent advances in machine learning and deep learning
have shown significant promise in computational mechanics, offering comparable predic-
tive accuracy with greatly reduced runtime [1]. A neural network framework—based on
surrogate models constructed with Multi-Layer Perceptrons (MLPs) is proposed to predict
bone remodeling outcomes in the calcaneus, both in intact form and with fractures. A
comprehensive dataset was assembled to train and validate the MLP models under two
conditions: (1) an intact calcaneus and (2) a fractured calcaneus with a surgical screw.
The MLP predicting density for the intact bone outperformed the fracture model, largely
due to the greater variability in the latter’s dataset. When the fracture did not signifi-
cantly alter the trabecular structure, the predictive accuracy improved. Finally, evaluating
the structural responses showed that the trabecular arrangement inferred by the neural
network tends to be stiffer than the FEM-based distribution. This increased stiffness is
attributed to the smoother density fields predicted by the MLP models.
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Abstract. Complex non-linear mapping between the input and output data is one of
the advantages of neural networks. The aim of this work is to train a neural network to
generate unit cell geometries for a given constitutive elastic matrix.
The generator, based on convolutional neural networks (CNN) is based on the concept
of the Generative aversarial network (GAN) where the generator takes a random noise
vector z and generates an image G(z). While in GANs the discriminator is trained to
distinguish between real and generated images, in this work, the properties of the generated
image are instead evaluated during training and compared to the input (target) properties.
A dataset consisting on a collection of various geometries and their respective elastic
properties was created. All of these geometries underwent homogenization using periodic
boundary conditions. To lessen their impact on the homogenized constitutive matrix, the
lattice was modeled as a biphasic material, with the solid phase having the material’s prop-
erties and the remaining area of the representative volume element (RVE) being treated
as the void phase a very low Young’s modulus. A uniform mesh of square 2D elements
was used, enabling the imposition of periodic boundary conditions.
The trained generator CNN results show that the network is able to generate unit cell
geometries with the desired elastic properties.
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Abstract In the space industry, the continuous effort to reduce the weight of structural 

components is of utmost importance due to the high cost of launching mass into space. 

Structural analyses and optimizations with numerical methods are crucial in achieving 

this goal by minimizing material usage while ensuring structural integrity and more 

optimal performance. The objective of the present work is to implement and demonstrate 

the accuracy and effectiveness of meshless methods in numerical studies compared to the 

Finite Element Method (FEM), focusing on designing cost-effective and lightweight 

components. Additionally, a topology optimization study is performed on the spoke of 

NASA's Rover Perseverance wheel, resulting in a more optimized structure with 

significantly reduced mass and lower mechanical stresses. By utilizing structural 

optimization, this work not only highlights the diverse applications and benefits of 

integrating structural optimization in the product design phase but also contributes to the 

ongoing efforts in the space industry to reduce material mass and enhance performance, 

addressing the challenges associated with launching mass into space while ensuring 

adequate structural resistance. Furthermore, this work also contributes to developing 

meshless methods in structural optimization, showcasing its effectiveness and potential in 

designing cost-effective and lightweight components. 
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Sarcopenia is characterized by progressive and generalized loss of strength and muscle mass, 

and may be a manifestation of post-COVID-19 syndrome. 

The diagnosis of sarcopenia can be obtained on Computed Tomography (CT) images using 

Cross Sectional Area (CSA) measurement. 

Quantify total CSA (CSAt), pectoral muscle (CSAp) and Skeletal Muscle Index (SMI) to 

predict the development of sarcopenia in post-Covid-19 patients. 

 

In 48 chest CT scans of post-Covid-19 adult patients, a slice at T4 level, was selected, at the 

level of descending and ascending aorta, as anatomic references. The CSAt of the pectoralis 

major muscle and total CSA of the pectoral, intercostal, paraspinal, dentate, latissimus dorsi 

and subscapularis muscles were calculated using ImageJ® software. The Skeletal Muscle Index 

(SMI) value was also calculated. A scale of 16 pixels/cm was determined and the background 

of the images was eliminated. Pixels were converted into a grey scale, then using the threshold 

technique (59 and 168), into binary images. A GE system with 64 rows, were used. 

 

DOI:10.5281/zenodo.15161113
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The average total muscle area was (136.2 cm2) and the pectoral muscle area was (34.9 cm2). 

The maximum calculated value of the total SMI was 74.12 cm2/m2 and 26.16 cm2/m2 for the 

pectoral muscle. The correlation between BMI and the variables CSAt and SMIt did not show 

statistically significant results (R2=0.036 and R2=0.049): P>0.05 

 

No values were found for comparison of patients with sarcopenia in populations with similar 

characteristics. 

 

BMI isn’t a good predictor of CSAt and SMIt values, however it was concluded that a decrease 

in SMIt leads to a decrease in Bone Mass Index (BMI) in post-Covid-19 patients, which may 

represent an indicator of the development of sarcopenia. Women were more likely to develop 

sarcopenia. 

 

1. INTRODUCTION 

Post-COVID-19 syndrome is defined as the signs and symptoms that develop during or after 

infection with SARS-CoV-2 and persist for 12 weeks or longer [1, 2]. Sarcopenia is also a 

syndrome characterized by progressive and generalized loss of muscle mass and strength [3]. 

Several studies of chest computed tomography (CT) scans show that muscle weakness is one 

of the symptoms after COVID-19, suggesting that sarcopenia may be a late manifestation of 

this infection [1, 4- 6]. 

Sarcopenia can be diagnosed using CT scans by measuring the Cross-Sectional Area (CSA) 

and calculating the Skeletal Muscle Index (SMI). CSA is usually measured at the L3/L4 level; 

however, previous studies to determine skeletal muscle mass have shown a correlation between 

CSA values calculated at the L3 level and the T4 level.  

As patients with post-COVID-19 syndrome already have a chest CT scan, CSA can be 

measured without exposing patients to further radiation by performing an additional abdominal 

CT scan [3, 4, 7-11]. 

Currently, increased attention has been paid to sarcopenia in patients with COVID-19 due to its 

potential effects. However, the associations between sarcopenia and COVID-19 outcomes have 

not been fully clarified [12]. 

 

1.1. OBJECTIVES 

 

This study aims to quantify the total CSA (CSAt), the pectoral muscle CSA (CSAp), and the 

SMI in order to foresee the development of sarcopenia in patients after COVID-19. 
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2. METHODOLOGY 

 

2.1 Sample  

The sample consisted of 48 chest Computed Tomography (CT) scans. For this study 27 male 

and 21 female exams, in post-COVID-19 follow-up, were selected. The individuals were aged 

over 18 and underwent chest CT in clinical practice, in an expiratory protocol, for follow-up of 

SARS-CoV-2. 

Patients who did not undergo this protocol and who did not have information on weight and 

height for subsequent calculation of Body Mass Index (BMI), were excluded. 

 

2.2. Procedure description 

The selected scans for this study were carried out on the same equipment model 16-slice CT 

scanner (GE BrightSpeed; GE Healthcare, Milwaukee, WI, USA). 

The chest CT scans were used and visualized using the RadiAnt® software (DICOM PACS 

medical image viewer [13]) in order to select the correct sections included in the study, as well 

as consulting the technical parameters used to obtain the images and their scale. 

The patients were positioned in the supine position, head first, with their upper limbs positioned 

above the head, out from the thoracic area. Images were acquired with the following parameters: 

512x512 matrix; slice thickness 1.25 mm; slice interval of 1.25 mm; tube potential of 120 kV 

and the current of 120 mAs. The images were processed using the smooth body filter.  

According to previous studies, the T4 vertebra was selected as the reference point for muscle 

quantification, therefore, the axial slice referring to the emergence of the descending and 

ascending aorta artery was selected in each exam (Figure 1).  

The level was then confirmed through the vertebra count procedure. The images of the selected 

slices were recorded in JPEG format, and processed using the ImageJ® software. 

In this software, the first step was to set the scale of the images with the "straight line" tool (16 

pixels equivalent to 1 cm, previously calculated in RadiAnt® [13]).  
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Figure 1: Original CT image, at T4 level, selected at RadiAnt®. 

 

The obtained values were entered in the "analyze→set scale" menu. Then, a Region of Interest 

(ROI) was drawn around the CT images using the "oval selections" tool, to erase the image 

background ("edit→clear outside") (Figure 2B). 

For muscle quantification on ImageJ®, it is necessary to convert the images into binary images, 

thus the threshold technique was applied [14]. The thresholding technique identifies regions 

with pixels of similar intensity, turning grey-scale images into binary images. In each image, 

the pixels’ conversion was done creating grayscale images using the "type→8-bit" tool in the 

"image" menu.  

Then, the images were converted to binary with the "threshold→set" tool, located at the 

"image→adjust" menu. According to previous studies and the quality of the provided images, 

the threshold range was defined between 59 and 168 [14].  

After applying the threshold, the black pixels of the binary images identify soft tissues, and the 

white pixels indicate the remaining tissues, specifically bone, fat, and air [5-7] (Figure 2C).  

Since the spinal cord and heart are also represented by black pixels, ROIs were delineated 

around them and filled in using the ‘fill’ tool in the ‘edit’ menu, so that the pixels inside them 

became white, preventing them from being quantified as muscle (Figure 2D). 
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Figure 2 - Total thoracic muscle processing and quantification in ImageJ software. 

A) Original axial image. B) Image after background removal. C) Binary image after applying the threshold. D) Binary image 

after removal of the spinal cord and heart. E) Selection of all pixels corresponding to muscle tissue (black). 

 

 

Lastly, in the "analyze→set measurements" menu the "area" variable was selected. To quantify 

CSAt, the pectoral, intercostal, paraspinal, dentate, latissimus dorsi, and subscapularis muscles 

were considered (Figure 3). All the black pixel representing these muscles were selected by the 

"create selection" tool (Figure 2E). CSAt value was given by the "measure" tool. (Figure 3) 

To quantify CSAp, only the pectoral muscles were outlined using the ‘freehand selection’ tool 

and their background was erased in the ‘edit→clear outside’ menu (Figure 4).  

 

 

Figure 3: Image representing the muscles for total CSA quantification, at T4 level, after processing at ImageJ®.  
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Figure 4: Image representing the pectoral muscle for pectoral CSA quantification, at T4 level, after processing at ImageJ®.  

 

After performing this procedure in the 48 CT images, BMI (Body Mass Index) (BMI = 

Weight/Height2, kg/m2), SMIt (SMIt = CSAt/Height2, cm2/m2), and SMIp (SMIp = 

CSAp/Height2, cm2/m2) were calculated for each patient [15-16]. 

 

3. RESULTS  

Patient data and results are exhibited in Table 1. 

 
 
Table 1: Patient characteristics variables and results table showing mean values, standard deviation (SD), and minimum and 

maximum values per variable. Caption: Body Mass Index (BMI), Total Cross-Sectional Area (CSAt), Pectoral Cross-

Sectional Area (CSAp), Total Skeletal Muscle Index (SMIt), Pectoral Skeletal Muscle Index (SMIp). 
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The mean BMI value of all patients was 29,1 kg/m2.  

CSAt and CSAp mean values were, 136.2 cm2 and 34.9 cm2, respectively.  

SMIt values varied between 32.53 and 74.12 cm2/m2 and SMIp between 8.52 and 73,10 cm2/m2.  

The corresponding mean values were 49,6 cm2/m2 and 12.7 cm2/m2. The correlation between 

BMI and the variables CSAt and SMIt did not show statistically significant results (R2=0.0036 

and R2=0.049): P>0.05, as shown in Figures 5 and 6.  
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Figure 5: Graph showing correlation between CSAt and BMI. Caption: Body Mass Index (BMI), Total Cross-Sectional Area 
(CSAt). 

 

 

 
 

 

 

Figure 6: Graph showing correlation between SMIt and BMI. Caption: Body Mass Index (BMI), Total Skeletal Muscle Index 

(SMIt). 
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4. CONCLUSION  

According to the obtained results, we can conclude that BMI is not a good indicator of CSAt and 

SMIt, however, the correlation between BMI and SMIt shows that a decrease in the values of 

BMI leads to a decrease in SMIt values BMI in post-Covid-19 patients, which may represent an 

indicator of the development of sarcopenia. 

 

CSAt value discrepancies between male and female patients predict women are more likely to 

develop sarcopenia. Similar results were obtained in another study, where it was concluded that 

female patients have a higher tendency to develop this syndrome. The same study was carried 

out on an Asian population, so we cannot use its values as reference values due to the 

phenotypic differences [16-17].  

 

Although it was proven that the use of T4 is a valid method to measure skeletal muscle mass 

[4, 8, 11], there are insufficient reference values. Consequently, a comparison between CSA 

measurements performed at the T4 level, between general population and patients in post-

COVID-19 follow-up and sarcopenia cannot be performed. 

 

Sarcopenia should be routinely screened in clinical practice using available methods; therefore, 

the prevention and treatment of sarcopenia may prevent the worsening of COVID-19. 

The limitations of this study also include a small cohort of patients and no interobserver 

variability assessed. 
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Abstract Amputation, whether surgical or traumatic, entails the loss of a body segment due to 

irreparable injury caused by trauma, vascular conditions, or other pathologies. Among 

individuals with diabetes, amputation remains one of the most feared and recognized outcomes. 

However, early diagnosis and timely intervention could prevent approximately 50% of 

diabetes-related amputations and ulcerations. This retrospective observational cross-sectional 

study draws on data from the Hospital Morbidity Database (BDGDH), provided by the Central 

Administration of the Health System (ACSS) under the Ministry of Health. This study focuses 

on amputations in diabetic patients in Portugal, particularly from 2000 to 2023. It aims to 

update statistical results and projections using current data to inform health planning and 

optimize resource allocation. The research uses data from the Hospital Morbidity Database, 

analysing factors such as year, age group, gender, and diagnosis codes. Poisson regression 

and Negative Binomial models were applied to estimate annual amputation rates and forecast 

future trends. The findings will help compare national trends with international standards, 

guiding public health policies and supporting prevention and early diagnosis programs to 

reduce the socio-economic impact of amputations. 
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Abstract.
Tortkara algebras are a novel class of non-associative algebras introduced by A. S. Dzhu-
madil’daev, who showed that every Zinbiel algebra with the commutator as multiplication
is a Tortkara algebra. These algebras satisfy an identity that blends symmetry and alterna-
tion. Research has since focused on their structural properties, relationships with Zinbiel
and other non-associative algebras, and their classification under various conditions. In
particular, nilpotent Tortkara algebras of dimension less than or equal to six have been
classified both geometrically and algebraically by I. Gorshkova, I. Kaygorodovc, and M.
Khrypchenkod. Potential applications include mathematical physics, especially in theories
that model complex interactions and symmetries, as well as emerging roles in cryptography
and algebraic models for nonlinear dynamical systems.
In this work, we present a method to associate finite-dimensional Tortkara algebras, de-
fined over a fixed basis B, with combinatorial structures in the form of directed graphs,
where full triangles may appear. We investigate the properties of these digraphs for alge-
bras of dimensions 2 and 3, providing a detailed analysis of the corresponding Tortkara
algebra types in each case. Additionally, we study the combinatorial structures of three
vertices associated with these algebras and classify their typology. Finally, we implement
algorithmic procedure in order to find out if a given combinatorial structure is associated
or not with a Tortkara algebra. Our results offer new insights into the link between non-
associative algebras and combinatorial structures opening a new research line in the theory
of Tortkara algebras and their applications.
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Abstract Molten salt thermal storage systems play a critical role in concentrated solar 

power (CSP) plants, ensuring energy storage and dispatchability. Among these, thermocline 

tanks offer the potential for cost reduction, compared to the standard thermal storage 

system implemented in CSP plants: a two-tank solution (for hot and cold fluid, individually). 

This paper presents initial results from a Computational Fluid Dynamics (CFD) simulation 

of the 2.86 MWhth thermocline-tank installed at the EMSP – Évora Molten Salt Platform. 

The tank incorporates a filler material to enhance thermal stratification. The CFD model 

integrates the transport equations for mass, momentum and energy, along with closure 

models to account for the pressure drop imposed by the presence of the filler material and 

the heat transfer between the molten salts and the filler material. Validation of the model is 

conducted using experimental data from the literature. The simulation investigates the 

thermal performance of the tank during the discharging phase, where the axial temperature 

at the centerline of the tank was monitored periodically. The results were obtained for a 

simplified geometry of the tank as more improvements can still be made in future work to 

ensure the accuracy of the model.  
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1. INTRODUCTION 

Thermal energy storage systems (TES) are an essential technology to increase the efficiency of 

the integration of intermittent renewable energies. For optimal operation and improvement of 

the system efficiency, a study of the storage system is essential. In the study and implementation 

of a system of this type, it is necessary to consider the conditions of production (variability of 

the solar radiation between day and night, the climate of the place and the season of the year, 

among others) and consumption (periods, seasonality and intensity, among others). In solar 

thermal applications it is very interesting to have a TES mechanism capable of collecting energy 

at times of high radiation for later use in periods of absence of sun. 

In the scope of such studies, computational fluid dynamics (CFD) are helpful and key to pre-

prototyping works. This study presents the initial results from a CFD simulation of the 2.86 

MWhth NEWSOL dual media thermocline-tank implemented at ESMP – Évora Molten Salt 

Platform. The work presented intends to be the starting point for a more focused and 

intricate analysis on the heat and mass transfer phenomena of this category of TES. 

2. PROBLEM DESCRIPTION AND MODELLING APPROACH 

The 2.86 MWhth NEWSOL thermocline-tank implemented at ESMP – Évora Molten Salt 

Platform consists of a single cylindrical vertical tank filled with molten-salts, which serve 

as heat transfer fluid, and slag pebbles that compose the filler material. To facilitate the 

analysis, the tank simulated in this work is a simplification of the real NEWSOL tank, which 

is equipped with an inlet and an outlet at the bottom (for cold) and top (for hot) of the lateral 

wall of the tank. As first analysis and baseline study, in the current model, it is assumed that 

on a discharging phase, the inlet and outlet are located at the bottom and top of the tank, 

respectively, occupying all the boundary and creating a plug flow. A simple schematic of 

the simulated tank as well as the computational domain is shown in Figure 1. 

 

 
 

Figure 1. Schematic diagram of the simplified simulated tank and computational domain. 

 

In the following subsections, a transient, two-dimensional, CFD model is presented to 

account for the flow, heat and mass transfer phenomena within the packed-bed NEWSOL 
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thermocline tank. The thermal non-equilibrium model is considered to account for the 

different temperatures of molten salt and solid fillers. The following assumptions are taken 

to simplify the analysis: 

• The fluid flow and heat transfer are symmetrical about the axis. As such, the governing 

equations for transport within the tank become two-dimensional.  

• The flow of molten salt through the packed-bed region is laminar and incompressible.  

• The solid fillers behave as a continuous, homogeneous, and isotropic porous medium, 

and the solid medium is not described as independent particles. 

3. GOVERNING EQUATIONS 

Transient, two-dimensional governing equations based on the volume-averaging approach 

[1] are presented to model the heat transfer and fluid flow inside the NEWSOL thermocline 

tank.  

3.1. Continuity equation 

 

𝜕(𝜀𝜌l )

𝜕𝑡
+ ∇ ∙ [𝜌l�⃗� ] = 0        (1) 

 

where 𝜀 is the bed porosity, 𝜌l is the density of molten salt and �⃗�  is the superficial velocity 

vector of the fluid where �⃗� = �⃗� 𝑟𝑒𝑟⃗⃗  ⃗ +  𝑢𝑥⃗⃗⃗⃗  𝑒𝑥⃗⃗  ⃗.  

3.2. Momentum equation 

𝜕(𝜌l�⃗⃗� )

𝜕(𝜀𝑡)
+

∇∙(𝜌l �⃗⃗� �⃗⃗� )

𝜀2 = ∇ ∙ (𝜇∇�⃗� ) − ∇𝑝 + 𝜌l𝑔 − (
𝜇

𝐾
+

𝐶F𝜌l

√𝐾
|�⃗� |) �⃗�    

             (2) 
 

where 𝜇 is the molten salt dynamic viscosity, 𝑝 is the pressure, 𝑔  is the gravitational force and 

(
𝜇

𝐾
+

𝐶F𝜌

√𝐾
|�⃗� |) �⃗�  is a packed-bed momentum source term where the first-term is a viscous loss 

term and the second one an inertial loss term. 𝐾 is the permeability of the packed-bed and 𝐶F 

the inertial coefficient. Both parameters are calculated through empirical correlations, as 

follows [2]: 
 

𝐾 =
𝑑𝑝

2𝜀3

150(1−𝜀)2
          (3) 

 

𝐶𝐹 = 
1.75

√150 𝜀3
          (4) 

 

where  𝑑p is the filler material particle diameter.   

3.3. Energy equation for the molten salt 

 

𝜕(𝜀𝜌l𝑐𝑝,l𝑇l)

𝜕𝑡
+ ∇ ∙ (𝜌l𝑐𝑝,l �⃗�  𝑇l) =  ∇ ∙ (𝑘l,eff∇𝑇l) + ℎls 𝑎ls (𝑇l − 𝑇s)      (5) 
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where 𝑐𝑝,l is the molten salt specific heat, 𝑇l and 𝑇s are the molten salt and solid fillers 

temperature, respectively, 𝑘l,eff is the fluid effective thermal conductivity, ℎls is the interstitial 

heat transfer coefficient between the fluid and solid fillers and 𝑎ls is the interfacial area density, 

which is calculated as follows, assuming that the filler particles are spherical: 
 

𝑎ls =
6(1−𝜀)

𝑑p
          (6) 

3.4. Energy equation for the solid filler 

𝜕((1−𝜀)𝜌s𝑐𝑝,s𝑇s)

𝜕𝑡
= ∇ ∙ (𝑘s,eff∇𝑇l) + ℎls 𝑎ls(𝑇s − 𝑇l)       (7) 

 

where 𝜌s is the solid filler density, 𝑐𝑝,s is the solid filler specific heat and 𝑘s,eff is the solid 

filler effective thermal conductivity.  

4. EMPIRICAL CORRELATIONS AND HEAT TRANSFER PARAMETERS 

4.1. Effective thermal conductivity, 𝒌𝐞𝐟𝐟 

For the effective thermal conductivity of molten salt and solid fillers we considered the 

application of an equivalent to the parallel model to obtain these parameters. In [3] more can 

be found regarding this model. 

4.2. Interstitial heat transfer coefficient, 𝒉𝐥𝐬 

The volumetric interstitial heat transfer coefficient is an important parameter to account for in 

packed bed porous media modelling when a non-equilibrium model approach is being used as 

it makes the link for the heat transfer between the solid fillers and the heat transfer fluid. This 

parameter is often obtained by experiments where an empirical correlation is formulated 

depending on the specific parameters of each simulation (e.g., Reynolds and Prandtl number, 

porosity of the packed bed, etc.). For the current numerical model, the heat transfer coefficient 

used is a fixed value of 204.21 W/(m2 K)  calculated from Eq. (8) for a reference temperature 

of 170 ºC, which is the inlet temperature for the discharge cycle and based on the following 

empirical correlation which is well suited for a wide range of Reynolds numbers and packed 

bed porosities [4]. 

ℎls =
𝑘l[2+1.1 𝑅𝑒p

0.6𝑃𝑟1/3]

𝑑p
2         (8) 

 

where 𝑅𝑒p is the particle filler Reynolds number, and 𝑃𝑟 is the Prandtl number.  

5. MATERIAL PROPERTIES 

The molten salt used in NEWSOL tank is a mixture of 60 wt% NaNO3 and 40 wt% KNO3 where 

its thermophysical properties are temperature-dependent and can be found at [5]. As for the 

solid fillers (slag pebbles), except density, which is constant, the other thermophysical 

properties used in the model are also temperature dependent and can be found at [6]. 
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6. BOUNDARY CONDITIONS 

For each process (charging/discharging) the boundary conditions are given as follows: 

6.1. Charging process 

Top inlet:  �̇�in = 𝜌l,in ∙ 𝐴in ∙ 𝑢𝑥,in = 5.3 𝑘𝑔/𝑠, 𝑢𝑟,in = 0, and  𝑇l = 𝑇s = 𝑇in = 170℃
     (9) 
 

where �̇�in is the inlet mass flow of molten salt, 𝜌l,in is its density calculated at the inlet 

temperature, 𝑇in, 𝐴𝑖𝑛 is the surface area of the inlet, and 𝑢𝑥,in  is the inlet velocity, normal to the 

inlet area. 

Bottom outlet: outflow boundary condition where: 
 

𝜕�⃗� /𝜕𝑥 = 0, 𝜕𝑇l/𝜕𝑥 = 0, 𝜕𝑇s/𝜕𝑥 = 0   (10) 
 

Exterior Wall: a constant heat flux, 𝑞w, is imposed at the wall considering the conductive heat 

transfer through the layers that constitute the lateral wall of the tank and the convective heat 

transfer between the exterior surface of the wall and the exterior environment. The following 

equation is used to calculate the imposed heat flux: 
 

𝑞w  =  
𝑇avg−𝑇∞

1

hconv
+ ∑ (ln(

𝑅l+𝑡1
𝑅l

)+ln(
𝑅l+𝑡1+𝑡2

𝑅l+𝑡1
)+⋯+ ln(

𝑅l+𝑡1+⋯+𝑡𝑛
𝑅l+𝑒1+⋯+𝑒𝑡−1

))𝑛
𝑖=1

     (11) 

 

where 𝑇avg is the average fluid temperature between the maximum and minimum temperatures 

inside the tank, 𝑇∞ is the ambient air temperature considered to be 25 ℃, 𝑛 is the number of 

wall layers (1 is the steel liner, 2 is the thermal concrete, 3 is insulation layer, and 4 the structural 

concrete layer),  𝑅l is the tank inner radius and 𝑡𝑛 the thickness of the nth layer. ℎconv is the heat 

transfer coefficient taken from an empirical correlation for incompressible flow over a  cylinder 

[7]: 
 

𝑁𝑢 = ℎconv𝐷/𝑘air = 0.632 𝑅𝑒D
1/2

𝑃𝑟1/3,     𝑅𝑒D =
𝑢air𝐷

𝜈air
    (12) 

 

where 𝑁𝑢 is the Nusselt number, 𝐷 is the diameter of the tank, 𝑢air is the air velocity, assumed 

as 5 ms−1, and 𝑘air and  𝜈air are, respectively, the thermal conductivity and the kinematic 

viscosity of air at the ambient temperature. 𝑅𝑒𝐷 is the Reynolds number based on the tank 

diameter and 𝑃𝑟 is the Prandtl number.  

 

Symmetry boundary condition: Since, for the purpose of this work, an axisymmetric model was 

considered, a symmetry boundary condition was assumed in the tank along its axis. 

6.2. Discharging process 

Bottom inlet: same conditions as in eq. (9) 

Top outlet: outflow boundary condition with the same conditions as in eq. (10). 

Exterior wall: the same conditions as in eqs. (11) and (12). 

Symmetry boundary condition: same conditions as described for the charging process. 
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7. NUMERICAL METHODS 

The governing equations described above are solved using the finite volume method [8] and 

the CFD commercial software ANSYS Fluent v. 2024 R2 [9]. As already described, these 

equations are solved considering the volume-averaged equations for a porous medium and the 

non-thermal equilibrium model to account for the local temperature differences between the 

molten salt and the solid fillers. Gravity is set on the axial direction. The SIMPLE algorithm is 

employed for the pressure-velocity coupling [10]. The pressure term is discretized by a second 

order scheme, and momentum and energy equations are discretized by the second order upwind 

scheme. A first order implicit method is employed for discretization of the transient term. The 

under-relaxation factors are set to 0.3, 1, 0.7, and 0.5, for pressure, density, momentum and 

energy, respectively. The simulations are performed for a time-step of 1 s and a mesh with 4000 

elements. The governing equations are solved for each time step until the residuals for 

continuity and momentum equations reduce to less than 10−3, and 10−6 for the energy 

equation. 

8. MODEL VALIDATION 

The current model was validated with the experimental results of Pacheco et. al. [11] and the 

numerical results of Cabello Nuñez et. al. [6].  

8.1. Validation with Pacheco et al.’s experimental results 

In Pacheco et al.’s experiments, a molten-salt thermocline thermal storage system for parabolic 

trough plants was analysed and compared with the standard two-tank molten salt system [11]. 

The tank considered is a 2.3 MWhth thermocline tank with a length of 5.9 m and a diameter of 

3 m. Quartzite rocks were used as filler material and molten salt with the same chemical 

composition and thermophysical properties as mentioned in the material properties subsection 

were used. Other geometric parameters and properties used for validation with Pacheco et al.’s 

experiments can be found at [4]. The validation is performed for the axial temperature profiles 

of the molten salt in the storage tank at each 30 minutes of a discharging cycle. A good 

agreement between the experimental and numerical results is obtained even though some 

deviations exist. The average error percentage between the numerical and experimental results 

for each 30 min profile is approximately ± 1%, and the standard deviation and RMSE are also 

of the same order of magnitude, which indicates that the heat and mass transfer inside a packed 

bed thermocline tank can be well predicted by this current numerical model. 

8.2. Validation with Cabello Nuñez et al.’s experimental results 

Cabello Nuñez et al. [6] performed a numerical analysis of a hybrid thermal storage system 

composed of a single medium and a dual medium thermocline tank which used slag pebbles as 

filler material and molten salt as heat transfer fluid. Both tanks had a 20×20 m2 design and the 

simulations used in the validation were conducted for the dual medium tank. Other geometric 

parameters and properties used in the model for this validation can be found at [6]. During the 

charging process the temperature at the bottom of the tank was monitored, and when the outlet 
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temperature at this location increased by 30 ℃ the process was ended and immediately the 

discharge process started. The same monitoring activity occurred for the discharging phase but 

at the top of the tank. The validation is performed for the first full cycle of operation where the 

axial temperature of the molten salt in the storage tank at the end of the charge and discharge 

process is compared. The simulation is conducted for a time-step of 1s and a mesh of 8000 

elements. The validation shows good agreement between the experimental and numerical 

results even though there are some deviations. The average error between the experimental and 

numerical results is around 3% for the charge and 1.5% for the discharge. 

9. RESULTS AND DISCUSSION OF PRELIMINARY CFD SIMULATION 

In the present work, preliminary results for the simplified NEWSOL tank geometry were carried 

out. A simulation is performed for a discharge cycle where the molten salts enter at the bottom 

of the tank at 170 ºC and with a mass flow rate of 5.3 kg/s. The full discharge cycle lasted 96 

minutes. A uniform temperature distribution through all the tank and equivalent to the 

maximum temperature in the tank at the end of a charge cycle (490 ºC) was considered as initial 

condition. Additionally, the fluid was initially at rest. The results obtained can be seen in Figure 

2 where the axial temperature of the tank taken at the centerline is presented for each 24 minutes 

of the simulation. As shown, a transient thermocline evolution inside the tank was observed. In 

this case, at the end of the discharge cycle, one can highlight that the temperature at the outlet 

of the tank (approximately 440 ºC) is inferior to the temperature taken at the same location 

during the whole cycle, which is the maximum temperature at the end of a charge cycle 

(490 ºC). 

 
Figure 2. Simplified NEWSOL tank geometry preliminary simulation results. 

10. CONCLUSIONS 

In this study, a transient, two-dimensional numerical model is presented to perform preliminary 

CFD simulations of the 2.86 MWhth NEWSOL thermocline-tank installed at the ESMP – Évora 

Molten Salt Platform. The model was successfully validated with experimental and numerical 

results from the literature. Then, the model was employed to obtain preliminary simulation 

results regarding a discharge process of the packed bed NEWSOL thermocline tank. It is found 

that the simulation presents results according to what is expected where a transient thermocline 

evolution in the tank is observed, although the available output energy at the end of the 
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discharge cycle is inferior to what is possible to retrieve through all the cycle. The simulations 

presented in the work are preliminary. For a start, mesh and time-step independence studies are 

being carried out to ensure the accuracy of the predictions. Additionally, improvements to the 

model can still be made. For example, more realistic initial conditions will be considered and 

the treatment of the heat transfer between the tank walls and the exterior will be improved. 

Nevertheless, these preliminary results show the potential of the proposed model to simulate 

the NEWSOL thermocline tank. 
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Abstract. In this study, we present a step-by-step operational implementation of the
Tau method to approximate solutions for functional differential equations. These equations
include, but are not limited to, delay differential equations, pantograph delay differential
equations, and forward-backward differential equations. The Tau method, a spectral tech-
nique, is well-suited for obtaining highly accurate approximate solutions across a wide
range of differential problems. One of its key advantages is its versatility in addressing
both initial value and boundary value problems, which is crucial for solving the targeted
problems. This methodology is added to the Tau Toolbox a software package specially de-
signed for solving differential equations using the Lanczos’ Tau method. By leveraging the
Tau Toolbox, we achieve efficient solutions that not only compare favorably with other
methods documented in the literature but also offer an intuitive interface.
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Abstract. Fractional calculus has garnered significant attention for its ability to model
complex systems with memory and hereditary properties. However, practical applications
remain limited due to the lack of efficient and automated computational tools to perform
these computations. This paper presents a numerical approach for fractional calculations,
utilizing orthogonal polynomials within the Tau Toolbox. The Tau Toolbox is a versatile
software package designed for solving integro-differential equations using the Lanczos’ Tau
method, and it is available for both MATLAB/Octave and Python. The library supports a
variety of orthogonal polynomial families, including Chebyshev (first to fourth order), Leg-
endre, Gegenbauer, Jacobi, Laguerre, Hermite, and Bessel polynomials, allowing flexibility
in solving different classes of integro-differential problems.
We also explore the spectral Tau method to approximate solutions of fractional differential
equations, which are then solved using advanced matrix computations.
We provide a comprehensive analysis of the method’s accuracy and efficiency through vari-
ous test cases, illustrating its performance compared with existing approximation methods.
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Abstract Understanding the biomechanical behaviour of Ascending Thoracic Aortic 

Aneurysms (ATAA) is vital for improving clinical outcomes and predictions. Despite 

significant advancements in this regard computational models, the role of patient-specific 

wall and aortic root dynamics remains underexplored. This study employs Principal 

Component Analysis (PCA) and clustering techniques to quantify and categorise motion 

patterns in 87 ATAA patients using gated CT angiography. By segmenting and tracking 

deformation across 21 cardiac phases with automated Python-based tools, we identified 

motion characteristics. PCA was applied to analyse key parameters associated with 

deformation and clinical patient characteristics, with subsequent components capturing 

localized variations and asymmetries. Clustering analysis was then used to categorize 

patients into distinct motion-based subgroups, revealing biomechanical differences that could 

influence disease progression and surgical planning. Notably, significant aortic root motion 

was detected, challenging traditional static boundary conditions in computational fluid 

dynamics (CFD) and Fluid-Structure Interaction (FSI) models. These findings underscore the 

necessity of incorporating patient-specific motion data into simulations to enhance risk 

stratification and optimise treatment strategies. By bridging the gap between computational 

modelling and clinical application, this research provides a refined methodology for 

assessing ATAA biomechanics and advancing precision medicine in vascular surgery. 
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Parkinson’s disease (PD) is a progressive neurodegenerative disorder characterized by the degeneration 

of dopaminergic neurons in the pars compacta of the substantia nigra, whose projections reach the 

striatum. Single Photon Emission Computed Tomography (SPECT) and Magnetic Resonance Imaging 

(MRI) are widely used for the evaluation of PD, providing complementary information on molecular 

and morphological alterations, respectively. 

This study aimed to compare segmentation methods applied to DaTSCAN SPECT and T2-weighted 

MRI (T2W MRI) images in differentiating healthy controls (HC) from PD patients, and to investigate 

the relationship between striatal dopaminergic loss and structural alterations in the substantia nigra. 

A total of 173 volumetric brain images were analyzed, including 91 DaTSCAN SPECT (49 HC and 42 

from PD patients) and 82 T2W MRI (40 HC and 42 PD). Data were obtained from the Parkinson's 

Progression Markers Initiative (PPMI) database (www.ppmi-info.org/data). 

DaTSCAN SPECT images were segmented using four methods: Manual, ThreeBox, Threshold, and 

Atlas. For T2W MRI images, the intensity and volume of the substantia nigra (SN), as well as the 

integrity and presence of nigrosome-1, were evaluated. The Binding Potential Index (BPI) was 

calculated for all segmentation methods applied to SPECT images. The correlation between 

dopaminergic loss in the striatum and SN was determined using Spearman’s correlation coefficient. 

The ThreeBox method showed the best performance in distinguishing between HC and PD, while the 

Threshold method had the lowest discrimination power. BPI analysis revealed a progressive and linear 

trend of dopaminergic loss in the striatum. For T2W MRI segmentations, the separation between HC 

and PD based on SN intensity and volume was weak. Correlations between SN intensity and volume 

with BPI were weak and negative, indicating no significant association between these variables. 
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1. INTRODUCTION 

 

Parkinson’s disease (PD) is a progressive neurodegenerative disorder characterized by the 

selective loss of dopaminergic neurons, primarily located in the pars compacta of the 

substantia nigra (SNc). This neuronal loss leads to the degeneration of axons projecting 

from this region to the basal ganglia, particularly the striatum (1,2). This projection is 

known as the nigrostriatal dopaminergic pathway, and its impairment results in decreased 

dopaminergic neurotransmission. This pathophysiological alteration underlies the 

characteristic neurological symptoms, such as resting tremors, muscular rigidity, 

bradykinesia, and postural instability (1–3). 

 

The early detection and diagnosis of PD are among the greatest challenges faced by the medical 

and scientific communities. The variability in clinical presentation, the absence of symptoms in 

preclinical stages, and the rate of disease progression make early diagnosis of PD challenging 

(4). These challenges are highlighted by the high percentages of dopamine activity reduction or 

neurodegeneration observed in certain structures when the first diagnostic tests are performed. 

Generally, before the onset of the first symptoms, there is a presynaptic dopaminergic neuronal 

loss of 60 to 80%, detected in Single-Photon Emission Computed Tomography (SPECT) scans 

(5). Furthermore, as the disease progresses, uptake levels may decrease by up to 90% (6,7). 
 

In the 1990s, with the development of radiopharmaceuticals (such as 123I-FP-CIT, or 

DaTSCAN, and Technetium-99m TRODAT-1) with affinity for the dopamine transporter 

(DAT), new molecular imaging methods emerged with relevance for PD (8,9). SPECT studies 

gained great importance, as they allow for the in vivo assessment of DAT concentration and 

can distinguish PD patients from healthy individuals, with sensitivity and specificity above 90% 

(10). 
 

The images obtained through SPECT are subject to different quantification methodologies, with 

no widespread consensus in the scientific community on which should be preferred (11,12). On 

one hand, some studies present manual segmentation methodologies, but these have limitations 

in reproducibility, time consumption, and intra- and inter-observer variability (13). On the other 

hand, semi-automatic and automatic methodologies have been developed, with particular 

emphasis on the ThreeBox and TwoBox methods (14,15), as well as the application of Artificial 

Intelligence (AI) classifiers (16–18). 
 

Magnetic Resonance Imaging (MRI) is also typically used in PD to assess brain structures and 

establish a differential diagnosis with other neurodegenerative diseases. This assessment is 

possible due to the presence of neuromelanin (NM) in various brain regions, particularly in the 

substantia nigra (SN). NM has paramagnetic properties and easily binds to metals such as iron, 

which increases tissue transverse relaxation rates. This phenomenon benefits PD studies using 

MRI, as it results in a hypersignal in the SN region (19–21). Thus, morphological measurements 

and signal quantification in the SN region via MRI could serve as essential diagnostic 

biomarkers for detecting neurodegenerative diseases such as PD. 
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NM is a dark pigment produced in the cytosol of catecholaminergic neurons through the 

oxidation of excess dopamine into quinones and is stored in NM autophagic lysosomes, where 

it binds to metals such as copper, zinc, and iron (22). In healthy individuals and at normal 

concentrations, NM has neuroprotective functions by removing toxic substances from the 

cytosol and preventing neurotoxicity. However, beyond certain concentrations and due to 

neurodegeneration, NM is released, carrying metals and organic chemicals that have 

accumulated over the years. This release into the intracellular space triggers microglial 

activation, producing pro-inflammatory and reactive molecules that respond to foreign bodies, 

leading to further neuronal death and NM release. This creates a vicious cycle that disrupts 

normal neuronal function and contributes to neurodegenerative diseases such as PD (22,23). 

Several studies have explored this topic, involving different brain structures, segmentation 

techniques, and MRI weightings, leading to discrepancies between manual and automatic 

segmentations (21, 22–28). However, no single MRI weighting has been identified as the best 

for studying PD, rather, a combination of different weightings can provide complementary 

information on the structural, functional, and metabolic changes occurring in the brains of 

patients with this condition. The choice of the most suitable weighting depends on the study's 

objective, resource availability, and data quality (21). 

Both SPECT and MRI are techniques that can assist in PD diagnosis, and to date, few studies 

have investigated both techniques together (29,30). The combined study of these two techniques 

is recent and requires further research (21,29). 

1.1. OBJECTIVES 

This study aimed to compare segmentation methods applied to DaTSCAN SPECT and T2-

weighted MRI images in differentiating healthy controls (HC) from PD patients, and to 

investigate the relationship between striatal dopaminergic loss and structural alterations in the 

substantia nigra. 

 

2. METHODOLOGY 

The images used in this work were obtained from the PPMI database, an international, 

multicentre, and longitudinal study that gathers data from various clinical centers around the 

world, including the United States, Europe, Israel, and Australia (31). 

This database represents a milestone in the clinical study of Parkinson’s disease progression 

and aims to enhance the understanding of the disease and drive research toward improving 

Parkinson’s disease treatment and tailoring it to each patient. 
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2.1. Sample  

The selected sample consists of images from two groups: patients with PD and HC. In SPECT, 

49 images of HC and 42 images of patients with PD were selected. In MRI, 40 images of HC 

and 42 images of patients with PD were chosen, with these being the same patients who have 

SPECT images. The HC in SPECT and MRI are different, meaning that the 49 HC with SPECT 

images are different from the 40 HC with MRI images, as it was not possible to find the same 

HC with both techniques in the database. The HC dataset is characterized by subjects aged 30 

or over, without first degree family history of PD. The MRI images are T2w weighted.  The 

software used for this study was 3D Slicer (version 5.2.2). 

2.2. DaTSCAN SPECT Segmentation 

The DaTSCAN SPECT segmentation was studied by four different segmentation 

methodologies: Manual Segmentation, ThreeBox, Threshold and Anatomic Atlas. 

 

2.2.1. Manual Segmentation 

The manual segmentation aims to replicate the practices performed in a clinical environment. 

Thus, a fully manual segmentation was carried out, targeting the high-intensity regions in the 

striatum. A reference region was evaluated by segmenting a ROI in the parieto-occipital 

parenchyma. In this methodology, only the most intense regions in the striatum were segmented 

to attempt to exclude Partial Volume Effects (PVEs). The parieto-occipital region naturally 

presents some variability between segmentations due to being a manual methodology, however, 

its segmentation was limited to the same brain region and only the two axial slices showing the 

highest DaTSCAN uptake were segmented (32). 

 

 

 

 

Figure 1 -Manual segmentation on axial slices of a DaTSCAN SPECT 

image of a HC (a) and a DP patient (b). Left side of striatum (green 

ROI),  right side (blue ROI) and reference region (blue ROI). 
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2.2.2. ThreeBox 

 

Three fixed ROIs were defined to identify the left and right striatum, as well as the parieto-

occipital parenchyma region. Using an image of a HC, ROIs similar to those described in 

Oliveira et al. (2014) were applied. The reference ROI was modified, extending a few 

millimeters to extract more background noise information. The striatal ROIs were also slightly 

adjusted. Their dimensions are 40×60 mm², while the reference ROI measures 82×36 mm². To 

enable a more precise comparison with the manual methodology, the ThreeBox method 

segmented only the two slices with the highest DaTSCAN uptake (14). 

 

 

2.2.3. Threshold 

 

The thresholding methodology defines a value above which pixels with equal or higher intensity 

are segmented. Since the images are normalized, the threshold value was fixed at 50% of the 

maximum intensity. A visual analysis confirmed that the 50% threshold correctly segments the 

striatal regions. The reference region was also segmented using a thresholding approach, but 

with two values: 10% and 30%, where all pixels within this range were included in the 

segmentation (14, 15). 

 

Figure 2 - ThreeBox segmentation on axial slices of a DaTSCAN 

SPECT image of a HC (a) and a DP patient (b). Left side of 

striatum (green ROI), right side (blue ROI) and reference region 

(blue ROI). 

Figure 3 - Threshold segmentation on axial slices of a 

DaTSCAN SPECT image of a HC (a) and a DP patient 

(b). Left side of striatum (green ROI),  right side (blue 

ROI) and reference region (blue ROI). 

a) b) 
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2.2.4. Anatomic Atlas 

The final segmentation methodology for SPECT images utilizes an anatomical atlas of the 

putamen, globus pallidus, and caudate nucleus, based on a template provided by the Montreal 

Neurological Institute (MNI) ICBM 2009a Nonlinear Symmetric. This atlas offers excellent 

resolution and detail for T1, T2, proton density, and T2* images (33). 

In this approach, the T1 atlas was used for ROI placement due to its superior structural 

definition. However, the ROIs were mapped onto different atlas versions, ensuring precise 

anatomical correspondence across all imaging weightings. The obtained ROIs were applied to 

a healthy volunteer, revealing that part of the radiopharmaceutical uptake was excluded in the 

region between the caudate nucleus, putamen, and globus pallidus, as shown in Figure 4 (a). To 

address this issue, the originally defined ROIs were extrapolated to fully incorporate the 

radiopharmaceutical uptake (Figure 4 (b)). The reference region was defined similarly to the 

ThreeBox methodology. As with that approach, only the two axial slices with the highest 

radiopharmaceutical uptake were considered. 

2.3. MRI T2 Segmentation 

The segmentation methodology applied to MRI images was performed through manual 

segmentation, assessing the SN, nigrosome-1, and the presence of the swallow-tail sign. The 

SN is a structure that cannot be precisely identified in T2-weighted MRI (T2W MRI) images. 

Its subregions, the SNr (substantia nigra pars reticulata) and SNc, lack sufficient contrast and 

intensity for confident segmentation. The SNr can be difficult to distinguish from the cerebral 

peduncle. The SNc appears as a hyperintense region in T2W MRI but, like the SNr, its 

boundaries are complex to delineate. In this study, the SN region was segmented based on its 

anatomical location, encompassing both the SNr and SNc. Nigrosome-1 is characterized as a 

hyperintense region, though its anatomical position may vary. It is typically found in the 

dorsolateral and caudal region of the SN, which was the targeted area in this study. The 

swallow-tail sign is intrinsically linked to nigrosome-1. If nigrosome-1 is not visible, the 

swallow-tail sign cannot be identified.  

Figure 4 - Anotomic Atlas in a SPECT DaTSCAN image. (a) MNI 

template and (b) adjustment and extrapolation of MNI template. 
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The segmentation of MRI images involved importing the original images into the 3D Slicer 

software, normalizing pixel intensity, identifying the axial section of the midbrain with the best 

structural definition, and finally performing the segmentation. Pixel intensity normalization is 

a crucial step in medical image processing, as these images are compared with each other, and 

intensity is a significant variable. To achieve this, the images were normalized between values 

of 0 and 255, where 0 is the lower limit and 255 is the upper limit, using a 98th percentile upper 

threshold. This approach provided better contrast between midbrain structures.  

In this study, only one axial section of the midbrain was segmented. Precisely identifying the 

SN is complex, and segmenting a single section helps reduce variability between 

segmentations. Nigrosome-1 has low contrast, making its volumetric segmentation challenging. 

The selection of the best axial section for segmentation was based on the following criteria: 

presence of nigrosome-1 and identification of the section with its largest area. If nigrosome-1 

was not visible, the selection focused on identifying the section where the hypointense region 

characteristic of the SNr and cerebral peduncle was most evident. Identifying the intermediate 

section of the red nuclei also assisted in segmentation, as its axial plane aligns with the SN. 

 

(a) (b) 

(a) (b) 

Figure 6 - HC subject where nigrossomes-1 are visible (a) and the segmentation of the SN and nigrossomes-1 (b) on the axial 

plane of a MRI T2w image. 

Figure 5 - PD patient without visible nigrossomes-1 (a) and the segmentation of SN (b) on the axial plane of a MRI T2w 

image. 
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2.4. Statistical Analysis 

The statistical analysis was performed using Microsoft Excel 2016. The characterization of the 

results involved calculating the following variables: 

• The contralateral mean of the Binding Potential Index (BPI) from SPECT images, signal 

intensity, and SN volume from MRI images for the HC group and patients with PD 

(including the standard deviation); 

• Also, in SPECT, the percentage variation of the variables from the previous point 

between the HC group and patients with PD, using the following equation: 

% 𝐵𝑃𝐼 𝑉𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 =
𝐵𝑃𝐼̅̅ ̅̅ ̅

𝐻𝐶−𝐵𝑃𝐼̅̅ ̅̅ ̅
𝑃𝐷

𝐵𝑃𝐼̅̅ ̅̅ ̅
𝐻𝐶

∗ 100 

• Calculation of the mean intensity and volume of the striatum and nigrossomes-1, and 

the presence, unilateral or bilateral, of the swallow-tail. 

• Calculation of the Spearman correlation coefficient and the corresponding p-value for 

the relationship between SN volume and BPI, as well as for the relationship between 

SN intensity and BPI. 

 

3. RESULTS AND DISCUSSION OF RESULTS 

The studied sample comprised HC and PD patients, evaluated through DaTSCAN SPECT and 

T2W MRI. For the DaTSCAN SPECT analysis, the HC group included 49 subjects with a mean 

age of 66.9 ± 8.3 years, consisting of 25 males and 24 females. The PD group for DaTSCAN 

SPECT consisted of 42 subjects, with a mean age of 60.2 ± 8.7 years, comprising 26 males and 

16 females. Regarding the T2W MRI analysis, the HC group included 40 subjects with a mean 

age of 61.7 ± 9.5 years, of which 23 were males and 17 were females. The PD group included 

42 subjects, with a mean age of 61.4 ± 8.7 years, comprising 26 males and 16 females. 

Table 1 - Characterization of the studied sample. 

Group Exam Subjects Mean Age (±σ) Genre (M/F) 

HC 
DaTSCAN SPECT 49 66.9 ± 8.3 25/24 

MRI 40 61.7 ± 9.5 23/17 

PD 
DaTSCAN SPECT 42 60.2 ± 8.7 26/16 

MRI 42 61.4 ± 8.7 26/16 

HC-Health Controls; PD- Parkinson’s Disease 
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3.1. DaTSCAN SPECT 

Manual Segmentation 

The BPI mean achieved using the manual segmentation was 2.768 (± 0.480) for the HC group 

and 1.727 (± 0.409) for PD patients. The % BPI variation is, there for 37.608%. This shows 

that this methodology is promising, however, the standard deviation is expressive and could 

lead to false positives. In other studies (9), it is was achieved 2.24 and 0.90 for BPI measures 

on HC and DP patients, respectively. Nevertheless, this methodology is intrinsically vulnerable 

to the observer on the positioning of ROIs and implies variations on BPI measurements. 

ThreeBox Segmentation 

The BPI mean achieved using the ThreeBox segmentation was 1.028 (± 0.222) for the HC group 

and 0.509 (± 0.133) for PD patients. Accordingly, the percentage variation in BPI between 

the groups was 50.49%. These results are consistent with findings from previous studies 

(14). Moreover, this methodology demonstrated superior performance in distinguishing 

between HC and PD patients. 

 

Threshold Segmentation 

 

The BPI mean achieved using the Threshold segmentation was 2.561 (± 0.256) for the HC 

group and 2.129 (± 0.269) for PD patients. The % BPI variation is, there for, 16.868%. This 

result shows a very close BPI measure. One explanation is due to the fact that threshold values 

are fixed and pre-defined for every normalized image. 

 

Anatomic Atlas Segmentation 

 

The BPI mean achieved using the Anatomic Atlas segmentation of the putamen was 1.951 (± 

0.512) for the HC group and 0.774 (± 0.270) for PD patients. The % BPI variation is 60.331%. 

For the globus pallidus, the BPI mean calculate was 1.758 (± 0.455) for the HC group and 0.941 

(± 0.314) for PD patients. The % BPI variation is, for the globus pallidus, 46.490%. For the 

caudate nucleus, the BPI mean calculate was 1.591 (± 0.397) for the HC group and 1.020 (± 

0.285) for PD patients. The % BPI variation is, for the caudate nucleus, 35.895%. These results 

shows that the putamen has more evidence of dopaminergic neurodegeneration in the striatum. 

 

Evolution of PD with ThreeBox segmentation 

 

The ThreeBox segmentation achieved the better results in the distinction from HC and DP 

patients. Therefore, this methodology was used to study the evolution of the disease, being the 

follow-up visits baseline, 12 months and 24 months. 

 

At the baseline, the BPI mean was 0.509 (± 0.133). At the 12 months assessment it was 0.458 
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(± 0.124) and 0.420 (± 0.135) at the 24 months mark. The percentage deviation of BPI relative 

to the baseline is 9.969% for the 12 months mark, and 17.389% for the 24 months mark. These 

results indicate that PD neurodegeneration is progressive and linear. 

 

3.2. T2W MRI 

 

The T2W MRI segmentations intended to study the intensity and volume of the striatum and 

nigrossomes-1, and the presence, unilateral or bilateral, of the swallow-tail. 

 

The mean intensity of the striatum was 79.513 (± 12.325) and 72.047 (± 11.891), and the mean 

volume was 43.000 (± 6.823) and 42.821 (± 8.111) for HC and PD patients, respectively. These 

results are poor for the discrimination of HC and PD patients. The means are very similar and 

have an expressive standard deviation. 

 

The unilateral and bilateral presence of nigrosomes-1 was accounted for. In the HC group, there 

were 8 images with unilateral presence, 32 images with bilateral presence, and 1 image where 

nigrosomes-1 could not be identified. In the group of patients with PD, 12 images with 

unilateral presence, 11 images with bilateral presence, and 19 images where no nigrosome-1 

could be visualized. 

 

3.3. DaTSCAN SPECT and T2W MRI 

 

The results obtained with the SPECT and T2W MRI images were correlated using Spearman’s 

correlation. The variables used were the mean intensity of the striatum with BPI, and the volume 

of the striatum with BPI. The calculated results indicate that there is a weak correlation between 

volume or intensity and BPI. The p-value is greater than 0.05 for all correlations, indicating a 

non-significant difference. 

 

 
Table 1 - Spearman's correlation between the volume of the striatum and BPI, and the intensity of the striatum and BPI. 

 Volume - BPI Intensity - BPI 

 Left Right Left Right 

(coefficient) -0.084 -0.059 -0.018 -0.134 

P (p-value) >0.05 >0.05 >0.05 >0.05 

 

 

For this correlation, it was used the BPI calculations for the ThreeBox methodology, given 

that it presented better discrimination results between HC and PD patients. The 

segmentation relative to the intensity and volume of SN presented higher oscillation and 

lower distinction between the two groups, which, in part, explains the weak correlation 

between T2W MRI and DaTSCAN SPECT. 
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There weren’t found studies in the literature that correlate DaTSCAN SPECT and T2W MRI. 

However, other more advanced MRI techniques such as NM contrast (30) or T2* (19) are 

more frequently studied and demonstrate better correlation results between loss of 

dopaminergic functions in the striatum. 

 

The absence of studies between the two mentioned techniques can be explained by the 

limitations inherent in evaluating the SN in T2W MRI. The boundaries of the SN in T2W 

MRI are hardly visible and very complex to identify. As observed through various 

segmentations, there is no obvious separation between the SN and the cerebral peduncle, 

and between the SNr and the SNc, which corroborates other articles (34, 35). This limitation 

is a crucial factor in SN evaluation, as it prevents an accurate segmentation of its region. 

These limitations result in greater variability of outcomes, which may explain the weak 

correlation of the indicators, as well as the fluctuation of values in the intensity and volume 

of the SN, mentioned in the previous subsection. 

 

This study allows to conclude that T2W MRI isn’t an ideal tool for evaluating PD. On the 

other hand, more advanced MRI techniques, including diffusion imaging (36), SWI 

weighting (37), magnetization transfer contrast (MTC) (35), and MRI with high magnetic 

fields (38), show potential as quantitative biomarkers for PD. 

 

4. CONCLUSION 

 

The methodologies developed in this study successfully addressed the proposed objectives.  

The ThreeBox segmentation method proved to be a robust and effective approach for 

distinguishing between HC and PD patients, demonstrating a high degree of separation in 

the BPI values. Among the tested methods, it was considered the most appropriate for 

evaluating DaTSCAN uptake in SPECT images due to its strong discriminative power, 

reduced intra-variability (owing to the use of fixed ROIs), and its ability to minimize PVEs. 

 

Manual segmentation also produced discriminatory results. However, it’s limited by its 

time-consuming nature. The anatomical atlas-based segmentation confirmed that 

dopaminergic degeneration in PD is more pronounced in the putamen compared to the 

caudate nucleus. Despite a higher degree of variability, this method can still contribute to 

the identification of PD and allows for structure-specific analysis of the basal ganglia. 

 

The threshold-based segmentation, when used in isolation, was not sufficient to differentiate 

between groups. Nonetheless, it may serve as a preliminary step within more complex 

segmentation protocols. 

 

The longitudinal analysis using the ThreeBox methodology across baseline, 12-month, and 

24-month acquisition periods revealed a progressive and linear decline in striatal 

dopaminergic activity, reinforcing the potential of this method for monitoring disease 

progression. Further studies are recommended to explore its application in correlating 

imaging findings with clinical stages of PD. 
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The utility of SPECT in assessing dopaminergic function is well established in clinical 

practice, with a substantial body of literature developed over the past three decades. 

Although recent advances in MRI have improved its diagnostic potential, in this study, T2W 

MRI did not prove to be the most suitable technique for evaluating the SN or nigrosome-1 

in PD. While minor differences between HC and PD groups were observed, they were 

minimal. 

 

Finally, the correlation between SN intensity and volume with BPI values was weak, 

negative, and statistically non-significant, indicating no relevant association. This result 

may be attributed to the high variability observed in the MRI measurements.  
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Abstract. In this talk we focus on the numerical analysis of the time-fractional diffusion
problem:

∂αu

∂tα
(x, t) = L(u)(x, t) + f(x, t), x ∈ Ω, t > 0,

u(x, 0) = u0(x), x ∈ Ω,

u(x, t) = 0, x ∈ ∂Ω,

where

L(u)(x, t) = ∂

∂x

(
D(u)

∂u

∂x
(x, t)

)
,

with Ω = (a, b), b > a, α ∈ (0, 1), and D : R → R is the diffusion coefficient, which
depends on u. The fractional derivative is considered in the Caputo sense. We propose
a numerical method that approximates the operator L(u)(x, t) using a second-order finite
difference scheme, while the time discretization follows an implicit-explicit (IMEX) ap-
proach. We also present numerical experiments and results to illustrate the performance
of the method.
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Abstract. A large number of researchers have studied the problem of topologization of
combinatorial structures, for example in [3] and [4]. Within the framework of topologies
defined on locally finite graphs, the graphic topology was developed in [2]and [1].
In this work, we continue the research about the graphic topology defined on finite inde-
composable tournaments (complete digraphs), begun in [1]. We deduce a characterization
of indecomposable tournaments with few vertices. We verify that the minimum number
of vertices such that there exist non-isomorphic indecomposable tournaments with homeo-
morphic graphic topologies is six. Finally, we implement algorithmic procedure in order to
check if a finite tournament is indecomposable and, if so, obtain the finite space associated
with it.
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Lisboa
e-mail: luisam@utad.pt

Keywords: Finite difference schemes, Mittag-Leffler function, generalised Maxwell model

Abstract. This work presents a numerical approach for solving the equations governing
small deformation transient flows. We consider the generalized Maxwell model, incor-
porating the Mittag-Leffler function as the relaxation modulus, coupled with the Cauchy
momentum equation. Our methodology effectively addresses common numerical issues
associated with solving fractional viscoelastic flow equations while preserving the model’s
ability to fit real data accurately.
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Abstract This study leverages spatial statistics to analyze the spatial distribution of the 

aorta, aiming to better understand the biomechanical behavior of Ascending Thoracic 

Aortic Aneurysms (ATAA) and its impact on clinical outcomes. CTA angiography was 

performed on 87 ATAA patients. Experimental variograms were computed for various 

variables, such as maximum diameter, from which key parameters of interest were 

extracted. These parameters were then analyzed over time to assess temporal patterns. 

The goal of this analysis was to identify whether similar patterns or behaviors emerge in 

features from CTA scans of patients with aneurysms of similar sizes, ultimately aiming to 

statistically validate the quality of the CTA scans. 
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1. INTRODUCTION 

The Ascending Thoracic Aortic Aneurysm (ATAA) is a degenerative process of the thoracic 

aorta and a severe vascular disease characterized by the progressive dilation of the thoracic 

aorta due to the weakening of the aortic wall. The structure and function of the aorta can be 

affected by factors such as age, genetic, and lifestyle factors [1][2]. Aneurysm is one of the 

most common diseases associated with the aorta, and its rupture is a major cause of 

mortality in adults over 65 years old [3].  

The aneurysm size is determined based on diameter measurements, which may slightly vary 

depending on the imaging technology used, such as ultrasound or computed tomography 

angiography (CTA). According to studies, elective repair is recommended when the 

maximum diameter (Dmax) exceeds 55 mm or when the lesion grows more than 1 cm per 

year [4]. However, it has been observed that these parameters are not sufficient, as there are 

cases of patients with maximum diameters smaller than the indicated threshold who 

experience aneurysm rupture, as well as cases of patients with larger diameters who do not 

experience rupture [5][6]. 

This study presents an exploratory analysis of the characteristics of ATAAs in a sample of 

patients using spatial statistics. Specifically, the variogram and the parameters sill and range 

are used to characterize the maximum diameters of the ascending aortas obtained from CTA 

angiography scans. 

2. METHODS 

2.1. Data 

The dataset used in this study consists of several variables collected from 87 patients. Each 

patient contains variables that vary in spatial and temporal dimensions. Spatially, the variables 

are measured in equally distributed rings across the centerline, and temporally, representing 

different instances of the cardiac cycle measured in 5% increments associated with a time step 

in the cine CTA. The variable selected for this analysis was the maximum diameter of the ring 

at the given time point in millimeters. The data allows temporal analysis to observe and measure 

changes in the recorded parameters. The analysis presented in this work focuses on three 

patients, as they represent three distinct patient groups discussed in Section 3.2. 

2.2 Empirical Variogram and Model Fitting 

The variogram is a tool from geostatistics that allows analyzing the spatial relationship present 

in the data. To define it, it is necessary to define the regionalized variable [7][8]. A regionalized 

variable is a random variable for each region used. It is denoted by: 

{𝑍(𝑠): 𝑠 ∈ 𝐷 ⊂ 𝑅𝑛}. 
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Each Z(s) is a random variable. The variogram γ is defined as: 

𝛾(ℎ) =
1

2
𝐸 [(𝑍(𝑠) − 𝑍(𝑠 + ℎ))

2
] 

where ℎ is the vector (distance and direction) separating the values of the points. The variogram 

𝛾 can be estimated by the empirical variogram  �̂� , defined as: 

�̂�(ℎ) =
1

2|𝑁(ℎ)|
∑ (𝑍(𝑖) − 𝑍(𝑗))

2

(𝑖,𝑗)∈𝑁(ℎ)

 

where 𝑁(ℎ) = {(𝑖, 𝑗): ‖𝑖 − 𝑗‖ = ℎ}, that is, the number of pairs with separation vector ℎ. 

 

Figure 1: Theorical model of variogram. 

The variogram is a tool in geostatistics that captures spatial patterns in data. It stores information 

about how the properties of data change with distance and direction between sample points. 

The variogram helps to identify spatial relationships, revealing trends or uniformities in the 

data. It can be used to classify areas with similar behaviors. This ability to detect spatial patterns 

makes the variogram useful not only in geostatistics but also in any data analysis where spatial 

structure is important, helping to better understand and model the phenomena being studied.  

Once the empirical variogram has been calculated, model fitting can be performed using 

well-known parametric models. In this work, the skgstat library in Python will be used, which 

provides a variety of variogram models [7][9] such as 

• Spherical: This model describes a gradual increase in variability with distance, until it 

stabilizes at a maximum range.  
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• Exponential: The exponential model describes variability that increases continuously 

and more rapidly with distance. 

• Gaussian: Similar to the exponential model but with a smoother decrease.  

• Matern: This model is a generalization of the previous ones and includes an additional 

parameter that controls the smoothness of the function. 

• Stable: The stable model is used for phenomena that show irregular variability, even at 

large distances. 

• Cubic: Variability increases or decreases cubically with distance. 

2.2 Data processing  

The data processing for this study involved the calculation of experimental variograms for each 

patient, with measurements taken at multiple time points. In this work, only the maximum 

diameters were considered, which were used to assess spatial dependencies and quantify 

variability across different distances. The following steps were carried out to compute the 

variogram and its parameters: 

1. Data collection: For each patient, the data was read from their corresponding file. Each 

dataset contained a series of observations taken over time, which included various 

spatial measurements of the region of interest. These data points served as the 

foundation for the subsequent analysis. 

2. Distance setup: A predefined set of distances, ranging from 0 to 19 units, was selected 

to characterize the spatial relationship between the measurement points. These distances 

represent the intervals over which the differences in the data points were calculated and 

compared. 

3. Variogram calculation: For each observation, the experimental variogram was 

computed using the selected distances. The variogram quantifies the spatial correlation 

between the measurements at different distances by calculating the squared differences 

between the values and their spatial lag. The variogram also provides insights into the 

spatial structure and dependencies of the data. 

4. Parameter estimation: In addition to calculating the experimental variogram, key 

parameters of the variogram model were estimated. Twenty experimental variograms 

were calculated (one for each time point: 0%, 5%,10%, etc.) for each patient. Then, the 

models mentioned in the previous subsection were used to construct 20 theoretical 

variograms for each patient with each model. The goal was to determine which model 

best fits the experimental variograms for each patient (Figure 2).  To achieve this, the 

Normalized Root Mean Squared Error (NRMSE) was calculated for each patient and 

each model. NRMSE is a metric used to assess the accuracy of a model’s predictions 

while accounting for the scale of the data. It is a variation of the Root Mean Squared 

Error (RMSE) but normalized to make it more interpretable across different 

datasets [10]. 
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As a result, each patient had 20 NRMSE values per model. These NRMSE values were 

then averaged to determine which model best fit the data for each patient, and the model 

with the lowest average was selected as the best fit for that patient.  Finally, a database 

was created, listing each patient along with the best fitting model and the parameters. 

These parameters include: 

o Nugget: This parameter represents the small-scale variation or noise in the data, 

typically reflecting measurement error or fine-scale variability. It corresponds to 

the value of the variogram at distance zero. 

o Sill: The sill represents the plateau level of the variogram, indicating the point 

at which the spatial correlation between measurements becomes negligible, and 

further increases in distance no longer influence the variance. 

o Range: The range is the distance at which the variogram reaches the sill, 

indicating the effective spatial distance over which measurements are correlated. 

 

Figure 2: Selection of the model that best fits based on the NRMSE for patient 5 at time 0. For this 

patient the best model is “stable”.  

3. RESULTS  

3.1. Analysis of the Empirical Variogram  

 

The first observation is that the variogram is a useful tool for identifying patient groups. 

Initially, a group of patients was identified whose variogram exhibits an increasing trend 

(Figure 3). This suggests that the aneurysm is located at one of the extremes of the studied area 

or, less commonly, tends to concentrate towards one of those extremes.  
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Figure 3: Empirical variograms for patient 5. 

On the other hand, the following variogram (Figure 4) shows a curvature at medium distances, 

which may indicate that the aneurysm is located at the center of the ascending aorta. 

 

Figure 4: Empirical variograms for patient 4. 

This confirms that the variogram preserves the spatial information of the aneurysm in the aorta; 

however, this is not such a relevant finding since it is easy to observe with tomography and by 

measuring the maximum diameters.  

It can also be observed that there are important threshold values. It could be said that from 0 to 

15, the variogram can be considered constant, which would indicate a uniform distribution 

along the ascending aorta. Values between 15 and 120 could be considered indicative of a more 

notable or evident aneurysm, depending on the previously discussed groups. Finally, values 

between 120 and 200 could indicate corrupted data. Regarding the latter, there were instances 

where some corrupted data were found, which were subsequently corrected. 
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3.2. Analysis of the variograms parameters  

Once the variogram model is set for each patient, a range study is conducted, as it can provide 

information on elasticity or deformation depending on the distance [9]. This is because the 

range indicates how much influence one sample has over another (correlated measures) and the 

sill gives the trend of the variogram for distances quite large. An explanation will be given 

regarding the interpretation of the range and sill over time.   

If the range is low, this suggests that the aorta does not easily propagate its deformation during 

systole, which may indicate local stiffness. If the range is high, the deformation of the aorta 

propagates over a greater distance, which may suggest a more elastic aorta, contributing to the 

propagation of deformation at higher ranges. That is, if one part of the aorta deforms, this 

deformation influences more distant sections. This is a typical behavior of a structure with low 

resistance to stress and a high capacity to distribute tensions. 

There are cases where both high and low ranges may occur over time. This could indicate a 

time-dependent elastic response. If the fluctuations follow a pattern, it may be possible to 

analyze whether the aorta shows signs of fatigue or stress depending on time. 

Now, the sill and range of some particular cases of patients will be analyzed. First, we will look 

at patient 2 who have small aneurysms but large deformations (Figure 5). Then, patient 18, who 

have large aneurysms (Figure 6). Finally, patient 30 who have small aneurysms with minor 

deformations (Figure 7). 

         

  

Figure 5. Patient 2: sill and range (top); and aneurysm deformation of the ascending aorta (bottom) 

throughout the cardiac cycle. 

In the case of patient 2, despite having a small aneurysm, there is low variability (see sill, 

Figure 5) due to the large deformation. Additionally, the variability fluctuates, indicating that 

the aorta exhibits some complexity in its structure. On the other hand, the range suggests 

169



Katalina, Oviedo Rodríguez1,2*, Alda Carvalho2,3,4, Rodrigo Valente5, José Xavier5 and António Tomás6 

 

 

correlation at short ranges, specifically in the time intervals from 0 to 40 and 65 to 100, 

indicating greater stiffness in the ascending aorta. There is total correlation in the time interval 

from 45 to 60, suggesting that blood pressure during the cardiac cycle affects all maximum 

diameters. 

          

 

Figure 6. Patient 18: sill and range (top); and aneurysm deformation of the ascending aorta (bottom) 

throughout the cardiac cycle. 

Patient 18 has a large aneurysm and high maximum variability (see sill, Figure 6). Additionally, 

it has long ranges, indicating that at almost all time intervals, most of the diameters are 

correlated. 

         

 

Figure 7. Patient 30: sill and range (top); and aneurysm deformation of the ascending aorta (bottom) 

throughout the cardiac cycle. 
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Patient 30 has a small aneurysm with a minor deformation. The maximum variability is not 

very high, and the ranges are large, indicating that this patient has a more elastic aorta. 

CONCLUSION 

This study provides an initial approach to analyzing ATAAs using spatial statistics. The 

findings suggest that spatial statistics can be a valuable tool for identifying patterns in 

aneurysms, such as their location in the ascending aorta through variograms. However, further 

exploration is needed to assess the effectiveness of the sill and range parameters in studying 

elasticity and stiffness. 
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Abstract. This work introduces a numerical method for solving fractional viscoelastic
fluid flows governed by a constitutive equation that combines the K-BKZ integral model
with a fractional memory function (u is the velocity and σxy the shear stress):
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Aplicações, Universidade NOVA de Lisboa, Portugal

e-mail: msjr@fct.unl.pt

5: Instituto de Telecomunicações-Lisboa
e-mail: lmorgado@utad.pt

6: Center for Computational and Stochastic Mathematics, Instituto Superior Técnico,
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Abstract. This paper is concerned with the numerical simulation of the flow of an elec-
trical current through a thin layer of disordered semiconductor materials. This layer is
situated between two parallel electrodes, and an external electric field is applied perpen-
dicular to these electrodes, driving the current flow. The drift-diffusion equations, which
couple the carrier concentration and electric field, are fundamental to model charge trans-
port in organic semiconductor based devices. Since the concentration-dependent mobility
makes the problem more complex to solve, we propose an IMEX numerical scheme.
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Abstract. We assume that I ⊆ R is an interval and β : I → I a strictly increasing
and continuous function with a single fixed point s0 ∈ I , satisfying (s0− t)(β(t)− t) ≤ 0
for all t ∈ I, where the equality occurs only when t = s0.

Hamza et al. introduced the general quantum operator, Dβ[f ](t) :=
f
(
β(t)

)
− f(t)

β(t)− t when

t 6= s0 and Dβ[f ](s0) := f ′(s0) when t = s0 . It generalizes the Jackson q-derivative
operator Dq as well as the Hahn (quantum derivative) operator, Dq,ω.
We exhibit Grüss type inequalities for the corresponding inverse operator, the β-integral.
In addition, by introducing the concept of β-Riemann-Stieltjes integral, we also obtained
Grüss type inequalities associated with it.
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Abstract. The well-known q-analogues, eq(z) and Eq(z), of the classical exponential
function are defined through infinite series, whose sums can be expressed in closed form
using infinite products. In this work, we aim to leverage symbolic computation to analyze
the behavior of these q-exponentials with respect to the parameter q and the variable z
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Abstract. This work focuses on numerically solving distributed-order fractional differ-
ential equations, in which the non-integer order derivatives are given in terms of Caputo
definition. Because typical solutions of fractional differential equation exhibit a singular-
ity at the origin, non-uniform meshes are commonly used to overcome the decrease of the
convergence order of standard numerical schemes. Here, we review the main contributions
in the development of efficient numerical schemes and explore adaptive mesh algorithms
for the numerical solution of this kind of equations.
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Abstract Establishing the turn-down ratio, the ratio of maximum and minimum fuel inlet 

velocity, is a critical step in the design and operation of porous burners. While conventional 

approaches rely on extensive computational fluid dynamics (CFD) simulations or 

exhaustive experimental studies over a broad range of operating conditions, these can 

become prohibitively time-consuming and costly. This work proposes a machine-learning–

based methodology, specifically utilizing a Gaussian Process Classifier (GPC), to 

significantly reduce the effort needed to determine the turn-down ratio of a two-layer 

porous burner. In the proposed framework, an initial set of CFD simulations is used to train 

the GPC, which learns a probabilistic classification boundary distinguishing stable from 
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unstable combustion regimes in a multidimensional parameter space. Subsequently, an 

active learning strategy identifies regions of highest classification uncertainty—near the 

stable–unstable transition. Only these uncertain regions are resampled with additional 

CFD runs in subsequent iterations. By focusing computational resources on the boundary 

zone, the method quickly refines the stable-unstable line without expending effort far inside 

clearly stable or unstable regions. The Gaussian Process Classifier yields a smoothly 

varying probability field that not only locates the stable combustion limit (where probability 

of stability is 0.5) but also quantifies confidence in that boundary by mapping probability 

contours (e.g., 0.4, 0.6). Results show that this adaptive approach can cut the total number 

of simulations compared to uniform sweeps, while maintaining or improving boundary-

resolution fidelity. This technique is broadly applicable to porous burner designs and can 

be readily extended to other thermal or reactive flow systems. 
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Abstract. In this work, we investigate the influence of different relaxation functions on
the numerical solution of integral equations commonly used to model viscoelastic materials.
We analyse the behaviour of various relaxation functions and conduct a parameter study.
The advantages and disadvantages of the proposed relaxation functions are evaluated in
terms of their potential to introduce singularities in the integral equations, their ability to
fit experimental data, and their physical relevance.
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Abstract This paper addresses the problem of short-term load forecasting on an electric 

power grid. Accurate load prediction plays an important role on multiple aspects of electric 

grid operation and management, including risk assessment, maintenance and outage 

planning, coordination between different grid operators, contributing to improve efficiency 

and resiliency. 

A prediction model based on artificial neural networks are employed to process data from 

the Portuguese power grid with a 15 minute sampling interval. In addition to the grid load 

data, additional inputs were added, including weather information and results from 

187



A. Martins, F. Pereira, F. Reis, H. Canacsinh, J. Lagarto, M. Cardoso, M. Amorim 

clustering of the time series. The system produces a 24 hour load forecast, for each 15 

minute.    
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Abstract Companies need to produce durable, safe, and quality products and adopt the 
best strategies to deal with the occurrence of failures when needed. This not only reduces 
the risk of failure but also enhances customer confidence. The present study was developed 
in the cargo handling and lifting industry in a way to identify critical components installed 
in assets based on data from failure records, and based on the results achieved, develop a 
reliability analysis on such critical components, allowing to describe their behavior on 
operating time. The reliability analysis was developed based on statistical theory, using 
numerical computation through specialized software. It was possible to describe the 
reliability, the probability of failure, the failure rate, and other characteristics that allow 
us to predict these probabilities for a specific operating time. Furthermore, a forecast of 
warranty returns was prepared through the analysis of sales vs returns, which provided an 
important tool to predict the failures during the warranty period, and thus plan 
interventions and the need for spare parts, optimizing the entire management of 
interventions to be carried out in the future. It is also shown that the use of computational 
tools in this field enhances faster and more visible results.  
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1. INTRODUCTION 
The topic of reliability in the cargo handling and lifting industry plays a crucial role in 
operational efficiency, safety, and customer satisfaction. Failures in load handling and lifting 
equipment pose a significant challenge. Unscheduled downtimes resulting from these failures 
compromise operator safety and disrupt operations. Identifying and mitigating these failures 
early is essential to maintaining productivity and workplace safety. 
The costs associated with equipment failures are substantial and multifaceted. They include 
repair and replacement expenses, production losses, and possible contractual penalties for 
delivery delays. Additionally, indirect costs, such as loss of customer trust and damage to the 
company’s reputation, must not be overlooked. 
Frequent or unexpected failures can lead to a shortage of replacement parts, extending 
equipment downtime and increasing customer dissatisfaction, which can lead to contract losses, 
complaints, and reputational damage to the company. Unreliable equipment results in delays 
and disruptions that directly impact customers. Therefore, efficient spare parts inventory 
management and accurate maintenance forecasting are essential. 
Predicting warranty returns is crucial for risk management and cost control. Analysing 
historical maintenance data can help to identify patterns and anticipate potential failures. This 
knowledge allows companies to plan with anticipation, reduce downtime, and minimize costs 
associated with warranty returns. 
Advanced predictive maintenance techniques, the use of real-time monitoring systems, and data 
analysis are effective strategies to enhance reliability. Additionally, continuous operator 
training and the implementation of best maintenance practices can significantly contribute to 
reducing failures and improving equipment performance. 
This study addresses issues related to equipment failures, inherent costs, warranty return 
forecasts, and the implications of a potential shortage of spare parts, ultimately highlighting the 
strategic importance of reliability for the competitiveness and sustainability of operations. 
The main objectives of this study are to identify critical warranty components in a load handling 
and lifting company and to analyse their reliability, thereby promoting the organization's 
continuous improvement. This part of the study was achieved by using computational means, 
enhancing the results in a shorter time, and improving the visualization of distinct features. 
The paper is structured into five sections. The first section makes an introduction to the theme, 
and the second section refers to the selection of critical items on assets, allowing to conduct 
further deep failure analysis. The third section deals with reliability theory and its importance, 
the fourth section presents a case study where a specific computational tool was used, and the 
fifth section discusses the results and presents some conclusions and future work. 

2. SELECTION OF CRITICAL ITEMS 
The selection of critical items can be performed using several tools and methods. In the present 
study it was done using the Analytic Hierarchy Process (AHP) methodology. The AHP 
methodology was developed in the 1970s by Thomas L. Saaty at the Wharton Business School. 
It can be described as a multicriteria decision-making approach in which several factors are 
organized into a hierarchical structure [1]. 
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2.1. Description of AHP methodology  
According to Saaty [2], AHP is a methodology that uses pairwise comparisons, based on expert 
opinions, to derive priority scales. 
In addition to simplifying the decision-making process by allowing direct comparisons between 
options, this method provides a greater understanding of the relationships between different 
alternatives in terms of compatibility [3]. 
According to Taherdoost [4], AHP is a valuable tool and one of the most comprehensive 
systems for decision-making in complex situations that require the consideration of multiple 
criteria, incorporating both quantitative and qualitative factors. 
The AHP application process begins when a complex problem is broken down into more 
manageable parts, helping to structure the issue in a logical and organized manner, facilitating 
the independent analysis and comparison of each component. 
The objective represents the desired outcome or guiding purpose of the decision-making 
process. The criteria are specific factors that serve as the basis for evaluating and analysing 
different alternatives. The alternatives refer to the various choices available for assessment 
about the criteria [5]. 
Once the logical hierarchy is designed, decision-makers can systematically evaluate the 
alternatives. This is done through pairwise comparisons for each previously established 
criterion. During these comparisons, decision-makers can use specific data related to the 
alternatives or make subjective judgments. This flexibility allows for the incorporation of both 
objective and subjective information into the decision-making process [6]. 
According to Saaty [2], Vargas [6], and Wollmann et al. [7], the process consists of five main 
phases: 

1. Problem definition; 
2. Structuring the decision hierarchy; 
3. Construction of pairwise comparison matrices; 
4. Determination of the relative weight of each element in the hierarchical structure; 
5. Data consistency verification. 

2.2. Use of the Analytic Hierarchy Process  
Any situation that requires structuring, measurement, and involving multiple criteria is a good 
candidate for the use of the Analytic Hierarchy Process. Broad areas where AHP has been 
successful include: Choice, Prioritization/Evaluation, Resource Allocation, Quality 
Management, Public Policy, Healthcare, or Strategic Planning. This methodology is valuable 
in these contexts due to its ability to handle multiple criteria, facilitating strategic and complex 
decision-making [8]. 
One of the most comprehensive studies on AHP was conducted by Emrouznejad and Marra [9]. 
In this study, 8441 articles were analysed from the Web of Science database, covering an 
extensive period from 1979 to 2017. The study divided the evolution of AHP into three distinct 
periods. In the first period (1979-1990), the focus was on building the theoretical foundations 
of AHP; the second period (1991-2001) saw an increase in practical applications in fields such 
as computer science, mathematics, business, and management; and finally, the third period 
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(2002-2017) was characterized by the expansion of AHP into areas such as the fuzzy approach. 
A more recent study performed by Madzík and Falát [10] analysed 34530 documents related to 
AHP, published between 1980 and 2021, and obtained from the Scopus database. The authors 
of this study report that the remarkable growth of publications on this method is due to the ease 
of application, logic, and flexibility of the process. Decision-making is present in virtually all 
areas of research and has been applied in sectors such as engineering, computer science, 
business and management, mathematics, and social sciences. 

3. RELIABILITY 

3.1. Introduction 
Reliability is one of the quality characteristics demanded by consumers from product 
manufacturers or service providers. Unfortunately, when asked about the meaning of 
reliability, consumers' answers tend to be unclear. Some may mention that the product must 
always function correctly, without failures, or that it should perform its function adequately 
when needed. Others, however, may have difficulty explaining the exact meaning of 
reliability to them [11]. 
From a technical point of view, reliability is a characteristic of an item, expressed by the 
probability that the item will perform its function under specific conditions over a 
determined period. Generally, this probability is denoted as R(t). Qualitatively, reliability 
can be defined as the ability of the item to remain functional. From a quantitative 
perspective, reliability specifies the probability that no operational interruptions will occur 
during a predetermined time interval. This formal definition highlights that reliability does 
not prevent redundant parts from failing. However, even when failures occur, reliability 
considers the capacity for repair without operational interruption at the item or system level. 
The concept of reliability, therefore, applies to both non-repairable and repairable items 
[12]. 
Formally, reliability is viewed as both an engineering and probabilistic concept. Both of these 
perspectives form the fundamental basis for reliability studies. The engineering notion of 
reliability deals with design and analysis activities that extend the life of an item by controlling 
its potential failure modes. Examples include designing more robust and durable components, 
protecting against adverse environmental conditions, minimizing loads and stresses applied to 
an item during its use, and implementing a preventive maintenance program to reduce the 
occurrence of failures [13]. 
In summary, reliability refers to the ability of a product or service to perform its function over 
time, being a combination of performance characteristics, durability, and maintainability [11]. 
Reliability is defined by the EN 13306 standard [14] as the “ability of an item to perform a 
required function under given conditions, over a given period of time. 

3.2. Statistical distributions 
A reliability analysis uses statistical distributions where times to failure are fitted. The most 
widely used is the Weibull distribution due to its flexibility and adequacy to most of the 

192



José Sobral1* and Fyodor Subotin2 

studies presented in industrial cases.  
Other studies use other statistical distributions as the Normal distribution, the Exponential 
distribution, or the Lognormal distribution. 
Because of the massive use of Weibull distribution and its application in the case study 
presented in section 4, it will be described in more detail, addressing its fundamental 
characteristics and distinctive properties. 

3.3. Weibull distribution 
The Weibull Distribution is a continuous probability distribution named in honour of 
Waloddi Weibull, who described it in detail in 1951. Since then, the Weibull distribution 
has become one of the most referenced lifetime distributions in reliability engineering. The 
Weibull Distribution is capable of accurately describing the failure times observed in 
various types of components and phenomena [15]. 
The probability density function for the Weibull Distribution in its triparametric form is 
given by Equation (1): 

 𝑓𝑓(𝑡𝑡) = �𝛽𝛽
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where: 
• 𝑓𝑓(𝑡𝑡) ≥ 0, 𝑡𝑡 ≥ 𝛾𝛾,𝛽𝛽 > 0, 𝜂𝜂 > 0,−∞ < 𝛾𝛾 < +∞  
• β is the shape parameter 
• η is the scale parameter (or characteristic life) 
• 𝛾𝛾 is the position parameter 

The parameter γ is referred to as the threshold, warranty time, or, more commonly, the initial 
life. From a statistical perspective, it is a location parameter. This means that changing γ while 
the other parameters remain constant will result in a shift of the density curve along the 
horizontal axis [16].  
The parameter η is referred to as the characteristic life. From a statistical perspective, it is a 
scale parameter. It indicates the time at which there is a 63.2% probability of failure.  
The third parameter, also known as the slope of the Weibull Distribution, is represented by the 
symbol β. From a statistical perspective, β is a shape parameter. The main characteristics of the 
shape parameter (β) can be highlighted [17] [18]: 

• If β < 1 – The failure rate decreases over time (infant mortality); 
• If β = 1 – Indicates random failures, constant and independent of time (Exponential 

distribution); 
• If β > 1 – The failure rate increases over time (wearout); 
• If 3 < β < 4 – The failure rate approaches a Normal distribution; 
• If β > 3.4 – Indicates severe wear failures. 

The main domains where the Weibull distribution has been commonly applied are [17]: 
• Warranty analysis 
• Maintenance and renewal 
• Modeling material strength 
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• Modeling wear 
• Modeling electronic failures 
• Modeling corrosion 

If the failure can occur at any moment, it is assumed that the location parameter is equal to zero, 
and the Weibull distribution is represented in its biparametric form, with the probability density 
function represented by Equation (2): 

 𝑓𝑓(𝑡𝑡) = �𝛽𝛽
𝜂𝜂
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When the failures are random in time, it means that the shape parameter is equal to one, the 
Weibull distribution is resumed to its monoparametric form, as Equation (3): 

 𝑓𝑓(𝑡𝑡) = �1
𝜂𝜂
� ∙ 𝑒𝑒−�

𝑡𝑡
𝜂𝜂� (3) 

The main methods for estimating the parameters of the chosen distribution are the Least Squares 
Regression (Rank Regression) and the Maximum Likelihood Method (MLE). 
Reliability can be determined by Equation (4), hen dealing with the triparametric 
representation: 

 𝑅𝑅(𝑡𝑡) = 𝑒𝑒−�
𝑡𝑡−𝛾𝛾
𝜂𝜂 �

𝛽𝛽

 (4) 

The probability of failure can be easily determined because it is the complementary value of 
reliability, obtained by Equation (5): 

 𝐹𝐹(𝑡𝑡) = 1 − 𝑅𝑅(𝑡𝑡) (5) 

The above theory supports computational applications in the field of reliability analysis, 
complemented with a more exhaustive theory about failure rate determination, conditional 
reliability, confidence intervals, and more. 

4. CASE STUDY 
The present case study deals with the reliability analysis and failure forecast of components 
installed in equipment in the cargo handling and lifting industry. 

4.1. Selection 
According to the AHP methodology described in Section 2, the main objective was to 
identify the critical component that had the most impact on the organization's warranties in 
recent years. The selected criteria were the number of failures, the average cost per repair, 
and the average repair time.  
This choice of criteria allowed for a comprehensive analysis of the efficiency and 
effectiveness of the repair operations, considering both the quantitative aspect of the failures 
and the economic and time factors involved in the repair processes. In Figure 1, the 
hierarchical structure for this case study can be observed. 
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Figure 1. Hierarchical structure. 

After the design of the hierarchical structure and the definition of the criteria and alternatives, 
the next phase involves pairwise comparisons. The comparisons of the criteria were made by 
company experts, and the comparison between the alternatives was based on the historical 
record of component failures.  
Based on the set of standardized criteria, it becomes possible to derive the relative weights. 
The weights indicate the relative importance of each criterion concerning the others, 
achieving in this study the following results: 

• Number of Failures = 0.544 
• Average Cost per Repair = 0.243 
• Average Time to Repair = 0.213 

By analyzing the values resulting from the priority vector of the criteria, it is concluded that 
the Number of Failures is the most significant criterion, representing 54.4%. Next is the 
Average Time to Repair, which represents 24.3%, and last, the Average Cost per Repair, 
with 21.3%. These values reflect the relative relevance of each criterion in the decision-
making process, highlighting the specific contribution of each in the overall evaluation. 
Follows a consistency analysis of the methodology, aiming to assess the coherence and 
robustness of the comparisons made. This procedure is essential to verify the consistency 
of the comparisons performed, ensuring the strength and reliability of the results in the 
context of the analysis. This involves analyzing the collected data to ensure that the 
comparisons made during the decision-making process align with logical and coherent 
standards. The evaluation of data consistency was confirmed. In the present context, the 
matrix is considered consistent, as the Consistency Ratio (CR) is less than 0.10. This 
conclusion indicates that the comparisons made are coherent and exhibit an acceptable level 
of consistency, strengthening the credibility of the results obtained in the analysis. 
Upon completing the consistency analysis phase for the top level of the hierarchy, the same 
process is now applied to the lower level. In other words, the alternatives are compared 
against each other, but this time for each of the specific criteria.  
Based on historical data, the alternatives considered for this study are: Direction Pressure 
Switch, Valves and Seal Kit, Electrical Installation, Record, Load Sensor, Bolts/Ball Joints, 
and Brake Pressure Switch. 
After the comparisons of the alternatives for each criterion and confirming the consistency 

OBJECTIVE

NUMBER OF 
FAILURES

AVERAGE COST PER 
REPAIR

AVERAGE TIME TO 
REPAIR

DIRECTION 
PRESSURE 

SWITCH

VALVES AND 
SEAL KIT

ELECTRIC 
INSTALLATION RECORD LOAD SENSOR BOLTS/BALL 

JOINTS

BRAKE 
PRESSURE 

SWITCH

195



José Sobral1* and Fyodor Subotin2 

of such comparisons, the priority vector of each alternative concerning each of the criteria 
and the weights of the criteria was obtained.  
It was then possible to calculate the overall weight of each alternative about the objective. 
In this sense, and according to the theory of AHP, the weights of the criteria are multiplied 
by the priority vectors of the alternatives, then the total value is obtained by summing the 
resulting products. By applying this methodology, the weights of each alternative about the 
objective were obtained, and they can be observed in Table 1. 
 

Direction Pressure Switch 26.71% 1º 
Bolts/Ball Joints 17.98% 2º 
Vlaves and Seal Kit 17.62% 3º 
Electricall Installation 14,90% 4º 
Brake Pressure Switch 8.33% 5º 
Load Sensor 7.95% 6º 
Record 6.51% 7º 

Table 1. Global weight for each alternative. 

Analysing the results, it can be observed that the Direction Pressure Switch is the most 
important component, with 26.71%. Then, this was the item selected for a further and more 
accurate reliability analysis. 

4.2. Reliability analysis 
To begin the reliability analysis, the failures of the selected component in the last 2 years 
were analyzed through the ERP (Enterprise Resource Planning) system and by consulting 
existing work sheets.  
With the identification of the failures, the serial numbers of the equipment that had failures 
related to the direction pressure switch were obtained. In total, 50 failures in 20 different 
pieces of equipment were analysed in this study. 
Some components under the analysis, despite being only 2 years in service, experienced 6 
failures. 
Table 2 presents the times to failure (in hours) of the selected components. 
The present study used a computational tool called Reliability4All. It was specially developed 
by a team of Reliability Engineers and was provided free of charge for conducting the analyses 
in this work. On the tool’s home page, the Life Data Analysis module was selected. 
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Equipament Failure 
1 

Failure 
2 

Failure 
3 

Failure 
4 

Failure 
5 

Failure 
6 

6740 701 1466     
7153 739      
1288 1636 3483 3821 4746   
1330 1156 2479 3357 5671   
6891 1410 2047 2835 3453 4123 4780 
1833 1151 2083 3078    
1313 1204 2135 4187 5104 6722  
6767 1351 1820     
6990 2043 2849 3926 4600   
6678 1887 2938 3477    
8067 560      
6985 1582      
9824 4417 6624 7512    
2591 3927 4575     
1106 284 996     
7162 517      
6718 2109      
6886 1987 2591 3466    
3996 638      
9559 669      

Table 2. Time to failure of the component. 

In this analysis, exact times to failure were chosen. Suspended times were not initially used. 
The distribution chosen for this analysis was the triparametric Weibull distribution, as it is, 
according to the literature, the most suitable for warranty studies. 
The MLE (Maximum Likelihood Estimation) method was selected for parameter 
estimation, as it is considered one of the best methods for estimating parameters for sample 
sizes above 30 [19]. 
By calculating the parameters under the stated conditions and assuming a 90% confidence 
interval, the following values were obtained: 

• Shape parameter (β) = 1.23 
• Scale parameter (η) = 986.88 hours 
• Location parameter (γ) = 277.30 hours 

With these values, it is possible to determine the probability of failure or reliability for a 
given time, as well as the failure rate and other relevant information. Figure 2 illustrates the 
probability density function for the component under analysis. 
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Figure 2. Probability density function. 

 
Figure 3 shows the graphical representation of the evolution of the probability of failure in 
time. 
 

 
Figure 3. Cumulative probability of failure. 

 
As the shape parameter is higher then 1 it means that the failure rate is increasing in time, 
as shown in Figure 4. 
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Figure 4. Failure rate. 

 
By using the theory and analytical equations, the reliability, R(t), for the direction pressure 
switch for any time of operation can be easily determined. For example, for 1000 hours of 
operation, a reliability of 0.5062 is achieved. This is confirmed by the software tool, as 
illustrated in Figure 5. 

Figure 5. Printscreen of the reliability tool for 1000 hours 
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In the above figure are also visible the reliability values expected for reliability, considering 
the confidence interval of 90% (reliability from 0.4084 to 0.5959) 
The next step refers to the inclusion of suspended times in the analysis. These times 
represent the time elapsed from the component's installation until the date of analysis 
without any recorded failure. In this sense, instead of being considered a failure, it is treated 
as a suspension. Thus, it was possible to determine the current hours of the equipment since 
the last recorded failure or since its initial installation.  
Accordingly, an analysis of the failure times was performed to obtain the suspended (S) and 
failure (F) data to be used in this analysis. For the triparametric Weibull Distribution, similar 
to the previous analysis, the Maximum Likelihood Estimation (MLE) method was used for 
analysis. By calculating the parameters under the stated conditions, with a 90% confidence 
interval, 50 failures, and 12 suspensions, the following parameter values were obtained: 

• Shape parameter (β) = 1.69 
• Scale parameter (η) = 1435.85 hours 
• Location parameter (γ) = 9.90 hours 

The scale parameter (η), or the characteristic life of the component, in this case, indicates 
that by 1435.85 hours, approximately 63.2% of the pressure switches will have failed. With 
the introduction of suspended data, there was a clear improvement in the characteristic life 
of the component compared to the scale parameter value (986.88 hours) obtained in the first 
analysis. The position parameter (γ), or the initial life of the pressure switch, changed from 
277.30 hours in the previous analysis to 9.90 hours with the inclusion of suspended data, 
meaning that the component has a possibility of failing almost immediately after being put 
into operation. 
Similarly, it is possible to obtain graphical representation for the probability density 
function, probability of failure, reliability, and failure rate. Figure 6 shows the value for the 
reliability at 1000 hours of operation when suspended times are considered. 

 
Figure 6. Printscreen of the reliability tool for 1000 hours (with suspensions) 
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As it can be seen, the result is a little better (0.5861 instead of 0.5062), confirming that the 
inclusion of suspended data gives a more real and positive results. 

4.3. Failure forecast 
To begin the failure forecast analysis, the failures of the studied component in the last 2 
years were analysed. With the use of the computational tool, it was also possible to forecast 
returns within the warranty period. For this purpose, the Warranty Analysis - NRI (Non-
Repairable Items) software module was selected, as the warranties analysed in this study 
involve situations where the damaged component is replaced rather than repaired. 
The first step was to identify the number of units sold and the returns for each month in 
2023. These data were then entered into a Nevada Chart, which can be observed in Table 3. 
 

Period Sales Returns 
feb/23 mar/23 apr/23 may/23 jun/23 jul/23 aug/23 sep/23 oct/23 nov/23 dec/23 jan/24 

jan/23 21 3 3 2 1 3 2 1 1 1 1 1 1 
feb/23 18  2 2 0 1 1 1 1 1 1 0 0 
mar/23 17   6 1 1 2 1 3 1 1 0 1 
apr/23 7    0 0 2 0 1 0 1 0 1 
may/23 19     1 0 0 1 2 1 0 1 
jun/23 8      0 1 0 0 0 0 0 
jul/23 16       2 1 1 0 1 2 
aug/23 9        2 0 1 0 0 
sep/23 5         1 2 0 0 
oct/23 7          1 1 1 
nov/23 16           4 1 
dec/23 11            1 
jan/24 14             
feb/24 7             
mar/24 10             

Table 3. Sales and returns of the component under analysis. 

With the triparametric Weibull distribution, the following parameters were determined: 
• Shape parameter (β) = 0.5102 
• Scale parameter (η) = 9.59 months 
• Location parameter (γ) = 0.99 months 

This means that about 63.2% of the sold items will fail after 9.6 months. 
This simulation allows us to obtain the previsional number of returns during the warranty 
period for the next 4 months (Table 4). 
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Period Sales feb/24 mar/24 apr/24 may/24 

jan/23 21 0,05 0,04 0,04 0,04 

feb/23 18 0,4 0,36 0,33 0,3 

mar/23 17 0 0 0 0 

apr/23 7 0,11 0,1 0,09 0,08 

may/23 19 0,76 0,67 0,6 0,54 

jun/23 8 0,44 0,38 0,34 0,3 

jul/23 16 0,61 0,52 0,46 0,41 

aug/23 9 0,45 0,37 0,32 0,28 

sept/23 5 0,17 0,14 0,11 0,1 

oct/23 7 0,39 0,3 0,25 0,21 

nov/23 16 1,37 0,94 0,73 0,59 

dec/23 11 2,49 0,94 0,64 0,5 

jan/24 14 0,42 3,39 1,27 0,87 

feb/24 7   0,21 1,69 0,64 

mar/24 10     0,3 2,42 

  Total 7,64 8,37 7,17 7,28 

 Table 4. Forecast for returns of the component under analysis. 

During the study, it was possible to record the number of returns for the months under 
observation and compare it with the forecast presented in Table 6. By comparing the forecasted 
numbers with the actual figures, the following variations were observed: 

• February 2024: The simulation predicted 7.64 warranty returns, while the actual 
number was 8, resulting in a percentage deviation of 4.48%. 

• March 2024: The simulation predicted 8.37 warranty returns, while the actual number 
was 9, with a percentage deviation of 7.02%. 

• April 2024: The simulation predicted 7.17 warranty returns, while the actual number 
was 7, resulting in a percentage deviation of -2.49%. 

• May 2024: The simulation predicted 7.28 warranty returns, while the actual number 
was 8, with a percentage deviation of 9%. 

These results indicate that the simulation forecasts are quite close to the actual values, with 
minor discrepancies that can be attributed to unidentified equipment or inherent forecasting 
variabilities. Nonetheless, it is possible to affirm that this warranty forecasting model can 
continue to be used for a more efficient management of returns during the warranty period. 

5. CONCLUSIONS AND FUTURE WORK 
This work aimed to conduct a detailed reliability analysis and warranty return forecasting 
using robust statistical and analytical methods. The AHP methodology was essential for 
identifying the critical component among all evaluated items, allowing the hierarchical 
ranking of components based on their importance, ensuring that the study focused on the 
most relevant parts for the company's specific needs. This approach facilitated prioritization 
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and provided a solid foundation for the subsequent reliability analysis steps. 
The reliability analysis was developed using statistical models to determine the most 
suitable distribution for the failure data (Weibull distribution). After that, a new analysis 
was also conducted to include suspended data. With the introduction of suspended data into 
the Weibull distribution, a significant improvement was observed in the component’s 
characteristic life compared to the value obtained in the first analysis. In summary, 
incorporating suspended data significantly improves the reliability of the models. 
To complete the study, a warranty return forecast was conducted based on monthly sales in 
2023 and the subsequent recorded warranty returns. The model's accuracy was validated by 
comparing forecasted values with actual results, where the maximum percentage deviation 
was 9%. This result indicates that the developed model is reliable and can be used for future 
warranty return predictions. 
This study demonstrated the effectiveness of combining different analytical and statistical 
methods for reliability analysis and warranty return forecasting and the advantage of using 
computational tools in this type of analysis. Furthermore, the practical application of this 
study’s findings can lead to significant improvements in warranty management and the 
reliability of analysed systems within the company's structure. 
For future work, it is recommended to explore the integration of machine learning 
techniques and big data analytics to enhance prediction accuracy and the effectiveness of 
reliability analysis.  
Additionally, it is suggested that all components exhibiting recurring failures undergo a 
reliability analysis to determine their useful life expectancy and ensure an adequate stock 
supply based on the number of existing equipment units. Implementing such measures is 
essential to ensure operational continuity and optimize resource management. Lastly, by 
contributing to predictive maintenance, these measures promote a culture of continuous 
improvement within the organization. In this way, the company increases the reliability and 
lifespan of its equipment, optimises resources, and enhances customer satisfaction. 
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André R. D. Carvalho1,2∗

1: CIMOSM, ISEL - Instituto Superior de Engenharia de Lisboa,
Instituto Politécnico de Lisboa,
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Abstract. The study of damping is a fundamental area in mechanical vibrations. Damp-
ing is the cause of the loss of energy in vibrating structures. However, the process in which
the energy is dissipated depends on the material properties, structure, and other parame-
ters. One of the base sources of damping in solid materials is the conversion of energy into
heat, which can be modeled using the thermoelastic model. This model couples the standard
mechanical wave equation with the heat equation and predicts that the dissipated energy
is converted into Entropy. While thermoelastic damping is more prominent in smaller
structures (e.g., microresonators), it is present in all structures under any deformation
that generates a change in volume, albeit at the lower end of the frequency spectrum. The
main goal of this paper is to determine the damping profile with the frequency generated by
the torsional load in non-circular cross-section structures using a Finite Element Analysis
with 3D solid elements. The simulation results show that, while the thermoelastic damping
generated by torsion is smaller than the one generated by bending, it cannot be ignored
for some noncircular cross-sectioned geometries.

1 INTRODUCTION

Thermoelastic damping is an intrinsic phenomenon in all structures and is a fundamental
source of structural energy dissipation [5, 4]. The thermoelastic model originates from
first principles, coupling the elastic wave equation with the heat conduction equation.
Although its theoretical foundation was established in the 1950s [1, 3], the complexity of
the model required the advent of modern computational methods for in-depth analysis
[19, 2, 21, 13, 3, 4].
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Damping arises from irreversible entropy generation caused by deformation-induced in-
ternal heat fluxes. This energy dissipation mechanism is especially significant in both
very small and very large structures operating at low frequencies [4, 11, 9, 8]. At the
microscale, temperature effects substantially influence vibration behavior and must be
carefully considered [22, 23, 24, 15]. As such, a thorough understanding of thermoelastic
damping is essential for designing optimized mechanical systems.
Depending on the application, damping can be either detrimental or beneficial. For
instance, in microresonators, excessive damping may degrade performance [22, 23, 20],
whereas in microscale damping devices, it plays a crucial functional role [12, 7, 10, 15, 20].
While there are some previous works regarding the effect of torsion in thermoelasticity,
most use simplified 1D models or focus only on the thermal side of the problem, [15, 24, 18].
The main goal of this work is to study the behavior of damping generated by the ther-
moelastic model in geometries under torsional loads. A 3D quadratic solid Finite Element
Analysis is used to give more accurate results. Solid elements are computationally more
demanding due to the requirement for finer meshes to accurately capture bending and
torsional phenomena. However, they offer greater versatility and insight into local phe-
nomena, such as detailed temperature variation across the thickness [4].
This article is structured into four sections: Introduction, Materials and Methods, Re-
sults and Discussion, and Conclusions. The Materials and Methods section elaborates
on the formulation of the thermoelastic model and the 3D quadratic hexahedral solid
elements. The Results and Discussion section covers the mesh generation process, con-
vergence studies, and simulation results. The Conclusions section provides a summary of
the study findings.

2 MATERIALS AND METHODS

2.1 The Thermoelastic Model

The thermoelastic model or linear thermoelasticity dynamic model results from the com-
plete coupling of the elastic wave equation with the heat equation and is given by (1):

{
ρü− µ∇2u− (λ+ µ)∇(∇ ·u) + γ∇θ = f

ρCpθ̇ − k∇2θ + γT0(∇ · u̇) = q,
(1)

where u is the displacement vector (u = [ux, uy, uz]
T ), θ is the temperature variation,

f is the body load and q is the body heat flux. All function quantities are functions
of the Euclidean coordinates and time. The constants in the model are the material
properties: density (ρ), Lamé constants (µ and λ), specific heat capacity (Cp), and thermal
conductivity (k).
The Lamé constants are given by:

λ =
νE

(1 + ν)(1− 2ν)
, (2a)
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µ =
E

2(1 + ν)
, (2b)

where E is the Young modulus and ν is the Poisson coefficient.
Since temperature is critical to the problem, all coefficients must be specified at the same
base temperature T0, the point around which linearization is performed in the thermoe-
lastic model. Finally, the coefficient γ is the coupling term and is given by:

γ = (3λ+ 2µ)α, (3)

where α is the linear thermal expansion coefficient since equation (1) is a linearized equa-
tion, it is only valid for small deformations and small temperature variations: θ

T0
≪ 1.

2.2 Energy flow and balance in the thermoelastic model

Because it couples two fields in a single system, the thermoelastic model has some partic-
ularities regarding energy flow, especially when compared with the standard elastic wave
equation. Analyzing the energy flow makes it possible to understand the phenomena be-
hind the damping predicted by this model. A complete representation of the energy flow
in the system can be seen in Figure 1.

Potential Energy Kinetic Energy

Entropy

Exergy

Heat

Work

Boundary

Figure 1: Energy flow in the thermoelastic model. The wave equation originates energies
marked in blue, and energies marked in orange are originated by the heat equation, [4].

The only non-conservative energy in the domain is the work lost to irreversible Entropy
generation. One of the characteristics of the equation (1) is that the damping term is not
explicit, much unlike all other damping models used in mechanical vibrations. Damping
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occurs by generating irreversible Entropy due to the existing internal heat fluxes. The
irreversible entropy is generated whenever there is a heat flux in the material, and the
total energy lost this way is given by the Gouy-Stodola theorem, [19]:

WS =
k

T0

∫∫

Ω

∇θ ·∇θ dV dt, (4)

where WS is the work lost to irreversible entropy.
In light of the First Law of Thermodynamics, the complete energy balance is given by
the following equation:

∆U = V + T + B +WS = W −Q, (5)

where ∆U is the variation of the internal energy, V is the mechanical potential energy, T
is the kinetic energy and B is the Exergy of the system. W and Q are the work and heat
flows in the system (through the boundaries or in form of volumetric sources).
Since this study is focused on harmonic analysis, all conservative energies in a cycle are
zero, and all boundaries will be considered Adiabatic (Q = 0), the Equation 5 reduces to:

∆Ucycle = WScycle
= Wcycle, (6)

From Equation 6, the dissipated energy can be determined either by computing the work
done to the system or by determining the energy lost to entropy (Equation 4). However,
neither measure is a suitable quantifier for the system damping since it is susceptible to
resonance. As such, they are not generic or comparable enough. An alternative is to use
the loss angle or an equivalent damping factor.
The loss angle is a quantity widely used in material science to characterize damping in
viscoelastic materials and is the phase of a complex Young modulus definition:

E∗ = E ′ + E ′′i = E(1 + tan(ϕE)i) (7)

where E∗ is the dynamic modulus, E ′ is the storage modulus (reduces to the Young
Modulus in purely elastic materials), E ′′ is the loss modulus that quantifies the dissipated
elastic energy, and ϕE is the loss angle.
The loss angle is related to the hysteretic model and the hysteretic damping coefficient:

ϕE = arctan η (8)

where η is the hysteretic damping coefficient.
For the hysteretic model, the damping coefficient can be extracted from Equation 4 using:

η(ω) =
WScycle

πkℜ(X)2
, (9)
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where k is the stiffness of the spring, and X is the complex amplitude of the displacement.
The denominator of Equation 9 is the maximum potential energy in a cycle. The equiv-
alent hysteretic damping coefficient is also known in the literature as the quality factor
(Q−1

TED)
1, [25, 14, 17].

2.3 Finite Element model

The thermoelastic model was implemented on an in-house Finite Element Analysis soft-
ware in 2D quadrilateral and 3D hexahedral solid elements (linear and quadratic ), [4].
The software was written in C++ and Intel® Math Kernel Library performs the linear
algebra routines.
For this study, a solid standard 27 nodes quadratic hexahedral 3D element was defined
according to the Figure 2.

u

v

P1
(0,0,0)

w

P3

P5

P7

P19

P10 P12

P14
P16

P21

P23

P25

(1,0,0)

(1,1,0)(0,1,0)

(0,0,1)
(1,0,1)

(1,1,1)

(0,1,1)

Figure 2: Twenty seven node 3D quadratic solid element.

The full discretized version of Equation 1 is given by Equation 10

M




üx

üy

üz

θ̈


+ C




u̇x

u̇y

u̇z

θ̇


+K




ux

uy

uz

θ


 =




Mfx
Mfy
Mfz
Mq


 (10)

where ux, uy and uz are the displacements in the x, y and z directions, respectively, M,
C and K, are the mass, velocity2 and stiffness matrices. For more details on the matrices,
please refer to [4].

1The TED under script refers to the thermoelastic damping. The quality factor can be defined as any
damping.

2The term damping matrix should be avoided because the damping in the thermoelastic model is not
completely contained in this matrix.
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2.4 Harmonic solution

To get the solution of the harmonic problem, a Fourier transform must be applied to
Equation 10:

(
−Mω2 + Cωi + (K−KΘ)

)



Ux

Uy

Uz

Θ


 =




MFx

MFy

MFz

MQ


+




∑Nb

i miPx∑Nb

i miPy∑Nb

i miPz∑Nb

i miQb


 , (11)

where ω is the angular frequency of the excitation and U, Θ, F, Q, P and Qb are the
complex amplitudes of the displacements, temperature variation, body forces, body heat
fluxes, boundary loads and boundary heat fluxes, respectively. The matrices m are the
boundary integration matrices. The matrix KΘ contains the Robin BC elements of the
thermoelastic BCs, wheremnix are the boundary integration matrices weighted by the
normal vector, [4]

KΘ =




0 0 0
∑Nb

i γmnix

0 0 0
∑Nb

i γmniy

0 0 0
∑Nb

i γmniz

0 0 0 0


 . (12)

Finally, to apply Dirichlet BCs, the system matrix must be decoupled accordingly.
To obtain the complex amplitudes (and the corresponding amplitudes and phases), Equa-
tion 11 is solved using the linear equation solver.

2.5 Energy computation in the finite element model

For a harmonic analysis, as stated by Equation 6, only the boundary energy fluxes and
the work lost to irreversible Entropy need to be determined. To determine these quanti-
ties used the finite element model, Equation 4 must be discretized and integrated for a
complete cycle (0 ≤ t < 2π

ω
). The discretized Gouy-Stodola theorem for a cycle is given

by:

WScycle
=

π

T0ω

(
ℜ(Θ)TKθℜ(Θ) + ℑ(Θ)TKθℑ(Θ)

)
, (13)

where Kθ is the stiffness matrix for the thermal part of the model, [4].
The equivalent hysteretic damping coefficient is determined by:

η(ω) =
WScycle

π

[
ℜ(U)
0

]T
K
[
ℜ(U)
0

] (14)

2.6 Geometries and materials

This work used four geometries: a circular-section beam, a square-section beam, a square
plate, and a symmetrical ASTM A6 wide flange I-beam (W150x100x24). The length of
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all beams in this study is 3.2m, guaranteeing a length/height ratio of 20 (meaning the
maximum thickness of the beams is 0.16m). The square plate has dimensions of 3.2m by
3.2m by 0.16m.
All geometries are made of Copper, with the material properties shown in Table 1.

Property Unit Copper

Young modulus GPa 120
Poisson coefficient - 0.355
Density kg/m3 8960
Thermal expansion coefficient K−1 16.7× 10−6

Conductivity W/(m ·K) 401
Specific heat capacity J/(kg ·K) 385

Table 1: Properties of the materials used in this study. All properties are taken at a base
temperature, T0, of 293.15K.

3 RESULTS AND DISCUSSION

3.1 Validation Study

The software and models used in this study were validated against other models and
works. Full details on the validation studies can be consulted in [16] and [4].
A mesh converge study was done for every geometry using the maximum displacement
as the convergence criterion. The primary variable for the convergence was the number
of length-wise elements (NL). The number of elements in the other direction was set
according to the length-wise element. For the I-beam, the equations that define the mesh
are in [4]. The mesh convergence studies for bending can be seen in Figure 3.
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Figure 3: Mesh convergence studies for bending for: (a) circular beam, (b) square beam,
(c) plate, (d) I-beam.

For torsion, it was verified that the convergence followed a similar pattern as bending.
Also, for the circular beam, in torsion, quadratic elements give the exact solution; as such,
fewer elements are needed. The final meshes can be seen in Figure 4.

(a) (b)

(c) (d)

Figure 4: Meshes for: (a) circular beam, (b) square beam, (c) plate, (d) I-beam.
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3.2 Case studies

In this study, the deformation and temperature variation of the four geometries were
simulated for a clamped-free configuration (along the length in the x-axis), and an external
load was applied at x = L. For bending cases, the load is constant along the section with
an amplitude of 1Pa. For torsion cases, the external load varies across the surface to
generate a distributed moment, given by:

f(y, z) = 107
[
−z
y

]
(Pa) (15)

The loading for the circular and square beams can be seen in Figure 5. On the thermal
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Figure 5: Loading can boundary conditions for: (a) circular beam, (b) square beam.

side, all boundaries were considered Adiabatic.

The objective of also including bending simulation in this study is to provide a reference
for the magnitude of the damping generated by torsion.

All simulations were frequency sweeps from 0 to 200rad/s with an increasing sample
rate. The maxima of the damping factor should be in this frequency range because the
frequency interval of the maxima is defined by the smallest dimension of the enclosing
parallelepiped, [6].
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3.3 Results

3.3.1 Circular beam

Starting with the circular beam, results show that, as expected, the torsion does not
generate thermoelastic damping, Figure 7.
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Figure 6: Histeretic damping factor for the circular beam: (a) log-lin plot, (b) log-log plot
(without torsion).

Because torsion in the circular beam does not generate volume changes, there are no
temperature variations and, consequently, no thermoelastic damping. Equation 1 states
that, in the absence of external heat flows, only material traction/compression generates
temperature variation and, from Equation 4, Entropy loss. Torsion of circular members
only generates shear deformations.

3.3.2 Square beam

Moving to the square cross-section beam, the results are now different, Figure 7a.
As seen in Figure 7a, the torsion generates damping. Since torsion of non-circular elements
creates warping of the cross-section, some areas are under axial deformation and, as such,
generate temperature variations, Figure 7b. However, in this case, when comparing with
the damping generated by bending, torsional damping is much smaller, in conformity to
what was reported by [24].
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Figure 7: (a) Hysteretic damping factor for the square beam under bending and torsion,
(b) Temperature variation at the cross-section for torsion.

3.3.3 Plate

When studying the effect of torsion in a plate, the results are more pronounced, Figure 8.
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Figure 8: Histeretic damping factor for the plate under bending and torsion.

For plates under torsion, the thermoelastic damping, because it is only one order of
magnitude smaller than the one generated by bending, cannot be dismissed as in the
previous cases. Due to the very different aspect ratio of the cross-section of the plate, the
warping generated by torsion is much higher than in the square beam, and, consequently,
the temperature variations are much higher across the cross-section, Figure 9.
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(a) (b)

Figure 9: Temperature variation for a plate under torsion: (a) at the cross-section, (b)
across the plate.

3.3.4 I-beam

While I-beams are not common in the micro-scale, however, due to their cross-section,
they make interesting cases to study, Figure 10.
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Figure 10: Histeretic damping factor for the I-beam under bending and torsion.

From Figure 10, it can be seen that the effect of damping in torsion is even more evident
in this I-beam than it was in the plate. In this case, the torsion-damping factor is higher
in higher frequencies than the one generated by bending. It can be seen in the bending
damping (studied in more detail in, [4] and [6]) damping in torsion also has two maxima,
showing an overall “mode” of damping in lower frequencies and a more local “mode” of
damping, as it can be seen in Figure 11.
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(a) (b)

Figure 11: Temperature variation at the cross-section for an I-beam under torsion: (a)
for a frequency of 0.11rad/s, (b) for a frequency of 20rad/s.

3.3.5 Overall analysis

When comparing all damping factors for all geometries, Figure 12, it can be seen that
in bending, the behavior of the damping factor with frequency is essentially the same
(except the dual mode of the I-beam), both in magnitude and location of the maximum
in frequency. This is justified by all geometries having a more or less similar behavior
under bending and the proportions being also identical to each other, which is one of
the most important defining factors in thermoelastic damping (more than the actual
dimensions that affect only the frequency of the maxima) [4, 6].

10-3 10-2 10-1 100 101 102

Angular Frequency -  (rad/s)

10-6

10-5

10-4

10-3

10-2

H
is

te
re

tic
 d

am
pi

ng
 fa

ct
or

 - 

Bending
Circular Beam
Square Beam
Plate
I-beam

(a)

10-3 10-2 10-1 100 101 102

Angular frequency -  (rad/s)

10-9

10-8

10-7

10-6

10-5

10-4

10-3

H
is

te
re

tic
 d

am
pi

ng
 fa

ct
or

 - 

Torsion
Square Beam
Plate
I-beam

(b)

Figure 12: Damping factors: (a) for bending, (b) for torsion.

When analyzing the behavior of damping when under torsion, there are notable differ-
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ences, especially in magnitude, where the more complex cross-sections with higher aspect
ratios have generally higher damping magnitudes, which means that higher warping is
the defining factor in thermoelastic damping in torsion.

4 Conclusions

This study primarily aimed to investigate the damping behavior of the thermoelastic
effect under torsional loads. The results obtained from simulations using harmonic Finite
Element Analysis reveal the following:

� While the behavior of damping under being largely depends on the proportions of
the geometries (length versus cross-section dimension), under torsion, convex, and
more complex cross-sections have higher damping factors due to high warping.

� Torsional thermoelastic damping in circular and square beams can be safely ignored
when also in the presence of bending deformation, but in plates and I-beams, it
cannot.

� in higher frequency torsion deformations in I-beam, the torsional damping can be
higher than the one created by bending.

This study prompts several questions for future research. Foremost is the imperative
to experimentally validate the obtained results under controlled conditions. The model
developed for this study can assist in designing the experiment and selecting suitable
sensors and actuators. Another question to be explored in future work is the increase in
resonant frequencies due to the absence of “thermal inertia” in the heat equation. The
speed of the hypothetical thermal wave (or “second sound”, as termed by some authors)
should be studied for the materials used in this investigation to refine and update the
thermoelastic model.
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footprint. In order to study this issue, Higher Education Institutions from Germany, 

Finland, France and Portugal gathered students and teachers from engineering degrees 

to discuss and implement sustainability-driven initiatives among their peers.  

A survey was conducted to students and staff from all four Higher Education Institutions 

in the project. From the survey, 80% of students and 70% of staff have a public 

transportation stop no more than 10 minutes away from home. However, more than 40% 
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of students and 65% of staff uses fuel car daily. The average number of km are similar. 

Students do 25.11 km and staff 24.95 km, per trip.  

These and other conclusions extracted from the survey where the base for a Leading 

Practice Publication. This publication tries to motivate students and staff to use public 

transportation or smooth mobility. At the same time, the publication highlights the 

importance of hybrid classes, presential and online, to reduce mobility. Teaching methods 

can reduce the carbon footprint of our students and increase quality of life.  

This project main goal is to contribute to Emission Free European Universities (EFEU). 

Mobility is only one part of all EFEU project.  
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Abstract Hypersonic propulsion systems require efficient inlets to deliver the optimum 

performance under various operating conditions. In order to create an alternative, a surrogate-

based multi-objective optimization framework for scramjet intake design is propounded in this 

study, and the evolutionary algorithm is deployed to minimize compression efficiency losses, 

aerodynamic drag and shock oscillation amplitudes, an objective that has not been fully 

addressed in the literature. In addition, a surrogate-based optimization framework of high 

performance scramjet intakes is integrated through a reduced-order analysis methodology to 

predict the effects of design parameters on overall aerodynamic performance. The scramjet 

intake design space is also ensured by a methodical approach of the intake subsystem through 

variation of essential parameters such as flight Mach number, ramp dimensions, internal 

contraction ratio and cowl lip radius. This methodology provides a framework for the 

optimization of the intake configuration for improved performance across a wide range of 

operating conditions. The optimization framework uses high-fidelity CFD simulations to model 

how the intake geometry parameters affect the flow characteristics such as total pressure 

recovery, shock system stability, and flow uniformity at the combustor entry. Surrogate 

modelling techniques are utilized to diminish the computational burden of optimization to 

acquire rapid convergence to globally optimal designs. In addition to the aforementioned 

numerical efforts, power spectral density distributions and shock hysteresis characteristics are 

compared for the optimized and baseline intake configurations. The study indicates that it is 

possible to use surrogate-assisted optimization to amplify intake performance while keeping 

computational cost low, which is decisive for the development of intrinsically robust and 

adaptable inlet designs for next-generation hypersonic propulsion systems. 
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Analysis (FVA), Cancer metabolism, Non-small cell lung cancer (NSCLC), selenium-chrysin 
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Abstract. Cancer cells, including non-small cell lung cancer (NSCLC) lines like H292, A549, 
and PC-9, exhibit metabolic reprogramming ensuring cancer cells’ survival and tumor 
growth. This study investigates the metabolic responses of these cell lines to tselenium-
chrysin (SeChry), a compound with anti-cancer effect, using computational tools such as 
COBRApy and Escher. Intracellular and extracellular metabolites’ concentrations were 
integrated into Flux Balance Analysis (FBA) to assess metabolic shifts under control and 
SeChry conditions. 
Results revealed that the exposure to SeChry disrupts key metabolic pathways, including 
glycolysis, the pentose phosphate pathway, and the tricarboxylic acid (TCA) cycle, 
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signiϔicantly reducing metabolic ϔlexibility and proliferation. The ϔindings underscore the 
critical role of pyruvate kinase (PYK) in cancer cell metabolism and highlight potential 
metabolic vulnerabilities in NSCLC cells. 
Furthermore, network robustness was evaluated using algebraic connectivity (λ2), a key 
metric for assessing structural stability in metabolic networks. Our analysis demonstrates 
that the targeted removal of critical reactions leads to a substantial reduction in λ2, 
decreasing from 0.3588 to 0.0812, reϔlecting an overall network fragility of 77.37%. This 
suggests that NSCLC metabolic networks depend on speciϔic key reactions for maintaining 
functional integrity, revealing potential metabolic weak points that could be exploited for 
therapeutic targeting. 
This research demonstrates the utility of computational modelling in elucidating cancer 
metabolism and paves the way for targeted metabolic therapies.  
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1 INTRODUCTION 

Cancer cells are renowned for their ability to reprogram metabolism, facilitating rapid 
growth and proliferation by altering key metabolic pathways such as glycolysis and 
oxidative phosphorylation [1, 2]. NSCLC presents metabolic heterogeneity, and the genetic 
background deeply interferes with the metabolic proϐile of NSCLC cells ensuring the 
impact of growth factors on the adaptation to nutrients availability. An example is the role 
of EGF stimuli in the control of glucose and lactate metabolism even in EGFR-mutated 
NSCLC, representing both a challenge and an opportunity for therapeutic interventions 
[3]. Today it is known that cancer cells are characterized by elevated glycolytic activity, 
which does not necessarily mean the cessation of oxidative phosphorylation. Instead, in 
cancer, oxidative phosphorylation is primarily sustained by compounds derived from 
sources other than glucose [4].  However, the speciϐic metabolic adaptations of these 
NSCLC cell lines, particularly in response to therapeutic treatments, remain insufϐiciently 
explored. 

Metabolic ϐlux analysis (MFA), a computational approach that predicts the rates of 
intracellular metabolic reactions, provides a robust framework for understanding these 
metabolic shifts. By integrating genome-scale metabolic models (GEMs) with 
experimental data, MFA enables the quantitative assessment of metabolic pathways, 
offering insights into cellular behaviour under varying environmental and genetic 
conditions. Techniques such as Flux Balance Analysis (FBA) and Flux Variability Analysis 
(FVA) allow for detailed exploration of the metabolic network, optimizing speciϐic 
objective functions such as biomass production or ATP synthesis. 

The application of FBA and FVA to cancer research has proven instrumental in elucidating 
metabolic vulnerabilities. For example, FBA optimizes metabolic reactions under the 
assumption of a steady-state system, while FVA evaluates the range of alternative ϐlux 
distributions that sustain cellular objectives, revealing metabolic ϐlexibility and 
robustness (Schellenberger et al., 2011). When applied to NSCLC cell lines, these 
techniques can provide valuable insights into how cancer cells adapt their metabolism to 
therapeutic stress, speciϐically in critical pathways like glycolysis and oxidative 
phosphorylation. 

In this study, we utilize computational tools such as COBRApy, a Python-based framework 
for constraint-based modelling, and Escher, an interactive visualization platform for 
metabolic networks. These tools facilitate not only the simulation of metabolic ϐluxes but 
also the intuitive visualization of how treatments impact speciϐic metabolic pathways . By 
focusing on the metabolic responses of H292, A549, and PC-9 cells exposed to selenium-
chrysin (SeChry) a compound with anti-cancer effect[5,6] including against NSCLC [7,8], 
we aim to reveal critical regulatory mechanisms, such as the role of pyruvate kinase (PYK) 
in glucose dependent pathways, and elucidate the underlying metabolic reprogramming 
that supports cancer cell survival and proliferation, and might be disrupted by SeChry . 
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This research contributes to the growing understanding of NSCLC cell metabolism, paving 
the way for targeted metabolic therapies and advancing our knowledge of the metabolic 
vulnerabilities in cancer. 

 

Figure 1: Metabolic network having pyruvate kinase (PYK) as a central player, gathering glucose-

dependent pathways— glycolysis, pentose phosphate pathway (PPP) and the tricarboxylic acids (TCA) 

cycle—, and considering the anaplerotic role of glutamine in the supplementation of the TCA cycle and 

consequently the oxidative phosphorylation (OXPHOS). 

As shown in Figure 1, the analysis of metabolic pathways dependent on glucose and on the 
TCA cycle anaplerotic supply by glutamine, reveals key insights into cellular adaptation 
and interconnective steps, which can be targeted in cancer cells. 

2 Methods 

2.1 Metabolic Model and Data Integration 

To investigate the metabolic alterations in NSCLC cells (H292, PC-9, and A549) 1H- nuclear 
magnetic resonance (1H-NMR) spectroscopy metabolomic data was used. NSCLC were 
maintained in control conditions and exposed to SeChry, as published [7,8]. Data was 
analysed using a genome-scale metabolic model (GEM) tailored to represent cancer 
metabolism. GEMs provide a comprehensive framework for analyzing cellular metabolism 
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by incorporating reactions, metabolites, and stoichiometric coefϐicients that reϐlect the 
biochemical and (patho)physiological properties of speciϐic cell types. The model was 
implemented using the COBRApy library, an established Python-based platform for 
constraint-based modeling. 

The metabolic model was constrained to reϐlect the nutrient availability and 
environmental conditions resembling the modulation of the tumor microenvironment. 
These constraints included upper and lower ϐlux bounds for exchange reactions and 
internal metabolic pathways, ensuring that the simulation remained pathophysiologically 
relevant. Additionally, experimental data on extracellular and intracellular metabolite 
concentrations, obtained by 1H-NMR spectroscopy [7], were integrated to represent both 
control (untreated) and SeChry (treated) conditions. Data integration ensured a more 
accurate simulation of metabolic states, capturing the heterogeneity of tumor cell 
metabolism. 

2.2 Flux Balance Analysis (FBA) 

Flux Balance Analysis (FBA) is a constraint-based computational method used to predict 
steady-state ϐlux distributions in metabolic networks. In this study, FBA was applied to 
both control and therapeutic conditions to estimate optimal reaction ϐluxes and identify 
key pathways affected by treatment. The FBA problem was formulated as a linear 
programming (LP) problem: 

maximizeZ = cTv, 

subject to the steady-state constraint: 

(1) 

Sv = 0, 

and the ϐlux bounds: 

(2) 

l ≤ v ≤ u, (3) 
where Z represents the objective function, typically biomass production in control cells, S 
is the stoichiometric matrix, v is the ϐlux vector, and l and u are the lower and upper bounds 
on ϐluxes, respectively. Using the COBRApy function “cobra.ϐlux analysis.pϐba()”, we 
employed parsimonious FBA (pFBA) to minimize the total ϐlux while maintaining optimal 
growth. 
2.3 Flux Variability Analysis (FVA) 

Flux Variability Analysis (FVA) extends FBA by determining the range of possible ϐluxes for 
each reaction while maintaining the optimal growth rate [9, 10]. This method provides 
insights into the ϐlexibility and essentiality of metabolic reactions. For each reaction, the 
minimum and maximum ϐlux values were calculated under the constraint of maintaining 
at least 90% of the optimal growth rate. The COBRApy function “cobra.flux 
analysis.variability.flux variability analysis()” was used to perform FVA, highlighting 
pathways with signiϐicant ϐlux variability between control and therapeutic conditions. 
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2.4 Data-Driven Constraints and Experimental Validation 

To ensure that the model represents a metabolic network with pathophysiological 
relevance, we explored the 1H-NMR spectroscopy metabolic proϐilling regarding NSCLC 
cells exometabolome[7]. Concentrations of key metabolites, including glucose, lactate, 
pyruvate, glutamine, and glutamate, were measured under control and SeChry conditions. 
These data were used to set speciϐic constraints on exchange reactions, reϐlecting nutrient 
uptake and secretion rates observed in cancer cells. Experimental proliferation curves in 
control conditions were used to validate the simulated biomass ϐlux, ensuring model 
accuracy. 

2.5 Visualization of Metabolic Flux Distributions 

To interpret the simulation results, Escher Builder was employed to visualize metabolic 
ϐlux distributions across the network. The ”RECON1.Glycolysis TCA PPP” map was used to 
compare ϐlux changes between control and SeChry conditions. This tool allowed for 
intuitive identiϐication of differentially active pathways, particularly in glycolysis, the PPP, 
and the TCA cycle . 

2.6 Key Metabolic Ratios and Pathway Analysis 

Metabolic alterations in cancer cells were further assessed by calculating key metabolite 
ratios, such as pyruvate/oxaloacetate and glutamine/glutamate. These ratios provided 
insights into the metabolic state of the cells, revealing shifts in TCA cycle activity 
dependent on glucose or on glutamine A custom Python function, calculate combined raƟos, 
automated this analysis to ensure reproducibility. 

Pathway-speciϐic analysis was conducted to identify reactions with signiϐicant ϐlux 
changes, focusing on glycolysis, OXPHOS, and amino acid metabolism. These pathways 
were prioritized due to their established roles in supporting tumor growth and  resistance 
to SeChry. 

2.7 Optimization Techniques and Solver Implementation 

Two linear programming techniques, the Simplex Method and the Interior-Point Method, 
were employed to solve optimization problems. The Simplex Method iteratively updated 
solutions by pivoting on variables, while the Interior-Point Method used barrier functions 
to explore feasible regions of the ϐlux space. Both methods were implemented in COBRApy 
and validated for accuracy in predicting metabolic responses. 

2.8 Statistical Analysis and Signiϐicance Testing 

All ϐlux distributions and metabolic ratios were statistically analysed to identify signiϐicant 
changes between control and SeChry conditions. Student’s t-tests were performed with a 
signiϐicance threshold of p < 0.05. Additionally, pathway enrichment analysis was 
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conducted to determine the overrepresentation of altered pathways, providing a systems 
level view of metabolic reprogramming. 

2.9 Background on Computational Tools 

COBRApy: COBRApy is a Python-based platform for constraint-based modelling and 
analysis of metabolic networks. It supports a wide range of techniques, including FBA, FVA, 
and pFBA, making it a versatile tool for studying cancer metabolism [11]. 

Escher: Escher is a visualization tool for metabolic maps, enabling the intuitive 
interpretation of ϐlux distributions and pathway activities. By integrating with COBRApy, 
Escher provides a user-friendly interface for exploring metabolic changes under stressful 
conditions [8]. 

2.10 Data Collection 

Experimental and computational data used in this study were acquired through a 
combination of in vitro biological assays and constraint-based metabolic modeling. Data 
collection focused primarily on cell proliferation, cell death, and metabolites’ 
concentration in three human NSCLC cell lines: A549, H292, and PC-9 [3]. 

2.11 Experimental Data Collection 

Biological data - Control and Sechry treated cells were obtained through standardized cell 
culture protocols and experimental assays. Cell concentration data were collected using 
proliferation curves, established by counting viable cells at multiple time points (0, 6, 10, 
24, 32, and 48 h) under control conditions. Cell death rates were assessed in control and 
SeChry conditions using ϐlow cytometry analysis to determine the percentage of cells 
stained with annexin V-FITC and propidium iodide (PI). All experiments were performed 
in biological triplicates to ensure statistical robustness. 
In parallel, extracellular and intracellular metabolite concentrations were quantiϐied using 
1H-NMR spectroscopy. Samples were processed through methanol/chloroform/water 
extraction protocols, and metabolite identiϐication and quantiϐication were conducted 
using spectral matching with HMDB and Chenomx databases, as described [7]. 

2.12 Computational Data Collection 

Experimental data were integrated into a genome-scale metabolic model (GEM) for NSCLC 
cells using the COBRApy framework. Constraints for exchange reactions were deϐined 
based on the experimentally obtained concentrations of key metabolites (e.g., glucose, 
lactate, glutamine, glutamate, pyruvate), ensuring the pathophysiological relevance of the 
simulations. 
Cell proliferation rates derived from control conditions were used to validate the ϐlux 
distributions obtained through Flux Balance Analysis (FBA) and Flux Variability Analysis 
(FVA). Computational simulations were performed using parsimonious FBA (pFBA) to 
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minimize total ϐlux while maintaining optimal biomass production. FVA was applied to 
evaluate the ϐlexibility of metabolic pathways and to identify reactions with altered ϐlux 
ranges under SeChry conditions. 

2.13 Data Integration 

The integration of biological and computational data enabled cross-validation between 
observed phenotypes (e.g., proliferation, cell death) and predicted metabolic behavior. The 
agreement between experimental proliferation curves and in silico growth rate 
predictions conϐirmed the accuracy of the model. Furthermore, the correlation between 
metabolic ϐlux alterations and cell death percentages under treatment conditions 
provided mechanistic insights into therapy-induced metabolic reprogramming. 

2.14 Robustness: Graph Construction 

The metabolic network was derived from an Escher model, loaded from a JSON ϐile 
containing metabolic reactions. Metabolites were deϐined as graph nodes, and an edge was 
established between two metabolites if they participated in the same reaction. 

2.15 Stoichiometric and Adjacency Matrix Deϐinition 

A stoichiometric matrix S was constructed to capture the quantitative relationships 
between metabolites and reactions. Based on S, we derived the adjacency matrix A, where 
Aij = 1 if metabolites i and j were involved in the same reaction. 

2.16 Algebraic Connectivity Computation  

The Laplacian matrix L was deϐined as: 

L = D − A 

where D is the diagonal degree matrix. The eigenvalues of L were computed to determine 
algebraic connectivity (λ2), the second-smallest eigenvalue of L, which reϐlects the 
network’s robustness. 

2.17 Identiϐication and Removal of Critical Connections 

To determine the most inϐluential edges in maintaining network connectivity, we 
systematically tested the removal of each connection and recalculated λ2. Only removals 
that did not isolate nodes were considered, ensuring that the network remained 
functionally connected. The edges with the highest impact on reducing λ2 were selected 
for elimination. 
 
2.18 Global Impact Assessment 

The global impact of edge removals was quantiϐied as: 
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This metric allowed us to estimate the relative importance of removed connections and 
their effect on network stability. 

3 Results 

3.1 Cancer Model - Control Group 

Optimized Objective Function 
The optimization of the cancer model for the three NSCLC cell lines, PC-9, H292, and A549, 
was conducted with the objective reaction set to PYK. The optimized objective function 
values were as follows: 

• PC-9: 0.0924 

• H292: 0.0904 

• A549: 0.0897 

These values suggest that all three cancer cell lines operate under a similar metabolic state 
that favors proliferation and growth, considering the PK-dependent reaction. 

3.2 Comparison of Cell Proliferation Rates between Experimental Data and Model 
Predictions 

The comparison between the experimental data for cell proliferation rates predicted by 
the metabolic model shows a consistent trend of rapid cell growth across the three cell 
lines in control conditions: PC-9, H292, and A549. 

For the experimental data, the total cell number increases substantially during the ϐirst 24 
h. For A549, the total cell number increased from 105,000 to around 570,000-710,500 
cells, reϐlecting signiϐicant proliferation. H292 cell number increased from 140,000 to 
510,000-925,000 cells, while PC-9 cell number increased from 135,000 to 230,000-
470,000 cells, in the same time frame. When compared to the metabolic model predictions, 
the growth rates calculated for A549, H292, and PC-9 were 0.089, 0.090, and 0.092 h¹, 
respectively. Both the experimental data and the ϐlux-based models indicate that the cells 
are in a highly proliferative state during this period, consistent with the accelerated 
metabolic ϐlux through glycolysis. 
While the experimental data show speciϐic cell counts at different time points, the 
metabolic model provides a broader, continuous view of growth trends based on ϐlux 
optimizations. The results indicate that the model captures the rapid proliferation 
behavior of cancer cells, though the direct relationship between model-based growth rate 
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predictions and experimental measurements highlights the dynamic nature of cellular 
growth in real-time experimental settings. 

Flux Distribution 
Key ϐlux values for the three cancer cell types showed interesting similarities and 
differences: 

• PC-9: 
FALDH (Acetaldehyde dehydrogenase): 0.5432 
EX ac e (Extracellular Acetate): 1.8214 (acetate secretion) 
EX glc D e (Extracellular Glucose): -1.5141 (glucose uptake) 

NADH16: 5.7890 (redox balance)  

• H292: 

FALDH: 0.5483 
EX ac e: 1.8424 (acetate secretion) 
EX glc D e: -1.4921 (glucose uptake) 

NADH16: 5.7647  

• A549: 

FALDH: 0.5247 
EX ac e: 1.8126 (acetate secretion) 
EX glc D e: -1.4713 (glucose uptake) 
NADH16: 5.6981 

These results suggest that all three cell lines rely heavily on glucose and acetate, glycolysis 
and putatively fatty acids oxidation (FAO), a major pathway producing of acetate[12]. The 
ϐlux through glycolytic pathways is comparable across the cell types, though slight 
variations in values suggest subtle differences in metabolic ϐlexibility. 

Flux Variability Analysis (FVA) 
The Flux Variability Analysis (FVA) provided the following ϐlux ranges for key reactions: • 

PC-9: 

FALDH: Flux range from -7.1845 to 0.5432 

FBA: Flux range from 0.9715 (minimum 0) • 

H292: 

FALDH: Flux range from -7.2268 to 0.5483 
FBA: Flux range from 0.9636 (minimum 0) 

• A549: 
FALDH: Flux range from -7.1001 to 0.5247 
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FBA: Flux range from 0.9905 (minimum 0) 

The variability in the ϐlux through reactions like FALDH suggests metabolic plasticity, 
which may contribute to the survival and adaptability of cancer cells under different 
nutrient conditions. 

3.3 Cell model do address the effect of SeChry 

Optimized Objective Function 
For the SeChry-effect cell models, the optimization was similarly conducted with PYK as 
the objective reaction. The optimized objective function values were: 

• PC-9 (SeChry): 0.0154 

• H292 (SeChry): 0.0132 

• A549 (SeChry): 0.0147 

These values indicate a constrained metabolic state in cells exposed to SeChry, focusing on 
minimizing ϐlux through PYK. 

Flux Distribution 
Key ϐlux values for the SeChry models were as follows: • 

PC-9 (SeChry): 

FALDH: 0.4981 
EX ac e: 2.0385 (acetate secretion) 
EX glc D e: -0.6937 (glucose uptake) 
NADH16: 4.6123 

• H292 (SeChry): 

FALDH: 0.4947 
EX ac e: 2.026 (acetate secretion) 
EX glc D e: -0.6794 (glucose uptake) 
NADH16: 4.3971 

• A549 (SeChry): 

FALDH: 0.5156 
EX ac e: 2.0205 (acetate secretion) 
EX glc D e: -0.6801 (glucose uptake) 
NADH16: 4.5342 
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Upon SeChry exposure, all three cell lines showed similar ϐlux proϐiles, with acetate uptake 
and secretion being prominent, but with a decrease in glucose uptake compared to cells 
cultured in control conditions. The NADH values indicate a shift towards maintaining 
metabolic balance under therapy. 

Flux Variability Analysis (FVA) 
FVA results for the SeChry models showed the following ϐlux ranges: • 

PC-9 (SeChry): 

FALDH: Flux range from -16.9473 to 0.4981 

FBA: Flux range from 0.6794 (minimum 0) • 

H292 (SeChry): 

FALDH: Flux range from -16.9473 to 0.4947 

FBA: Flux range from 0.6794 (minimum 0) • 

A549 (SeChry): 

FALDH: Flux range from -16.8537 to 0.5156 FBA: 
Flux range from 0.6936 (minimum 0) 

The ϐlux variability analysis for the SeChry treated cells also indicates metabolic ϐlexibility, 
with variability in key pathways like FAO that suggest potential metabolic adaptation 
under stressful conditions. 

Proliferation Rate Calculation 
The calculated growth rates for the SeChry models were constrained: 

• PC-9 (SeChry): Minimal, near-zero biomass ϐlux 

• H292 (SeChry): Near-zero biomass ϐlux 

• A549 (SeChry): Near-zero biomass ϐlux 

These results indicate that the SeChry models are in a constrained metabolic state, 
focusing on reducing proliferative capacity. These results are purely simulations, needing 
conϐirmation with real data. 

3.4 Comparing the NSCLC control and SeChry models 

The comparison of the three NSCLC cell lines (PC-9, H292, and A549) reveals striking 
differences in metabolic activity. This change is particularly evident in the estimated near-
zero proliferation rates and reduced glucose uptake in the SeChry treated cells, which 
reϐlects an attempt to limit cellular energy production and growth under stress. 
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The variability in ϐluxes across both conditions further highlights the metabolic 
adaptability of these cells. For example, while the ϐlux ranges for FALDH are broader in the 
control models, indicating potential for metabolic ϐlexibility under nutrient ϐluctuations, 
the SeChry models show a more constrained set of ϐlux ranges. 

The results from the extracellular and intracellular metabolites’ concentrations also 
emphasize the differences in the metabolic states. The higher concentrations of pyruvate, 
glutamine, and glutamate in the cancer cells are indicative of active metabolic processes 
aimed at sustaining rapid growth. In contrast, SeChry treated cells exhibit a shift in 
metabolite ratios, which may be associated with attempts to counteract the anti-cancer 
effect of SeChry. 

3.5 Comparison of Cell Death levels and Metabolic Fluxes 

In this subsection, we compared the experimental data on cell death (%) with the 
metabolic ϐlux values and proliferation rates for the A549, H292, and PC-9 cell lines. The 
data on cell death was obtained from 4 biological replicates, for both the control and 
SeChry conditions. We examined how the observed metabolic ϐluxes relate to the changes 
in cell death across the different experimental conditions. 

3.5.1 PC-9 Cells 

Cell Death: PC-9 cells showed the most dramatic response to SeChry treatment. The cell 
death percentages increased from 10.70% to 17,77% in the control condition, and 56.90% 
to 90.21% under SeChry treatment. This signiϐicant increase in cell death indicates that 
SeChry has a potent effect in inducing cell death in PC-9 cells. 
Metabolic Fluxes: PC-9 cells had the highest proliferation rate of 0.092 h−1 in the control 
model, with acetate uptake (EXac e = 1.8214) and glucose uptake (EX glc D e = 1.5141) 
consistent with high glycolytic activity. In SeChry condition, however, acetate uptake 
increased (EX ace = 2.0385) while glucose uptake decreased signiϐicantly (EX glc D e = -
0.6937). The dramatic increase in cell death under SeChry treatment in conjunction with 
these metabolic shifts suggests that SeChry induces a strong metabolic reprogramming  in 
PC-9 cells. 

3.5.2 H292 Cells 

Cell Death: In H292 cells, the control conditions yielded 5.99% to 14,75% cell death, 
which increased signiϐicantly under SeChry exposure, reaching 19.33% to 44.46%. This 
increase highlights the effect of SeChry in inducing cell death in these cells.  

Metabolic Fluxes: The H292 cells showed a similar proliferation rate to A549 cells, at 
0.090 h−1. The ϐluxes through key reactions such as acetate uptake (EX ac e = 1.8424) and 
glucose uptake (EX glc D e = -1.4921) were also comparable. Upon SeChry treatment, the 
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acetate uptake increased (EX ac e = 2.026) with a notable reduction in glucose uptake (EX 
glc D e = -0.6794). This metabolic shift aligns with the increase in cell death. 

3.5.3 A549 Cells 

Cell Death: The A549 cells exhibited a moderate increase in cell death when treated with 
SeChry, ranging from 8,07% to 12,97% under control conditions, and 24.05% to 40.85% 
under SeChry treatment. This represents a moderate increase in cell death in response to 
the treatment. 
Metabolic Fluxes: The metabolic ϐlux analysis showed that A549 cells had a proliferation 
rate of 0.089 h−1 in the control model, with key ϐluxes including acetate uptake (EX ac e = 
1.8126) and glucose uptake (EX glc D e = -1.4713). Under SeChry exposure, the metabolic 
ϐluxes were reduced, with a shift towards acetate utilization (EX ac e = 2.0205) and 
reduced glucose uptake (EX glc D e = -0.6801). The reduced metabolic ϐluxes, similar to 
H292, correlate with the increased cell death. 

 

Calculation of Metabolic Ratios 

The metabolic ratios for PC-9, H292, and A549 cell lines were analyzed under control and 
SeChry conditions. These ratios highlight the shifts in metabolite utilization and metabolic 
ϐluxes between untreated cancer cells and cells under therapy. 

PC-9 Cells 

Control: 

Pyruvate/Oxaloacetate:  

Pyruvate/Glutamine:  

Glutamine/Glutamate:  

PCA/Glutamate:  

Glutamine/PCA:  

SeChry: 

Pyruvate/Oxaloacetate:  

Pyruvate/Glutamine:  

Glutamine/Glutamate:  

PCA/Glutamate:  

Glutamine/PCA:  
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H292 Cells 

Control: 

Pyruvate/Oxaloacetate:  

Pyruvate/Glutamine:  

Glutamine/Glutamate:  

PCA/Glutamate:  

Glutamine/PCA:  

SeChry: 

Pyruvate/Oxaloacetate:  

Pyruvate/Glutamine:  

Glutamine/Glutamate:  

PCA/Glutamate:  

Glutamine/PCA:  

 
A549 Cells 

Control: 

Pyruvate/Oxaloacetate:  

Pyruvate/Glutamine:  

Glutamine/Glutamate:  

PCA/Glutamate:  

Glutamine/PCA:  

SeChry: 

Pyruvate/Oxaloacetate:  

Pyruvate/Glutamine:  

Glutamine/Glutamate:  

PCA/Glutamate:  

Glutamine/PCA:  
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Analysis and Discussion 

The metabolic ratios calculated for PC-9, H292, and A549 cell lines under Control and 
SeChryconditions reveal signiϐicant metabolic rewiring caused by SeChry. Notably, SeChry 
substantially reduced cell proliferation, thereby inducing cancer cell death and decreasing 
overall metabolic activity. 

 

Key Observations 

1. Pyruvate/Oxaloacetate: 
In all three cell lines, the Pyruvate/Oxaloacetate ratio increased signiϐicantly under SeChry 

exposure compared to control conditions. For instance, in H292 cells, it rose from 0.0417 
to 0.6561. This suggests that SeChry promotes decreased reliance on pyruvate 
metabolism, potentially due to increased ϐlux of non-glucose derived compounds through 
the TCA cycle. Acetate from FAO and -ketoglutarate deriving from glutamine-derived 
glutamate are potential suppliers of the TCA cycle. The shift to FAO aligns with the 
results obtained in FALDH ϐluxes, as FALDH oxidizes medium- or long-chain aliphatic 
aldehyde, shifting them to fatty acids to be degraded in FAO[13,14]. 

 
2. Pyruvate/Glutamine: 

The Pyruvate/Glutamine ratio increased substantially under SeChry conditions in H292 and 
A549 cells, while PC-9 cells exhibited a sharp decrease (from 43.9009 to 1.7962). The 
increase in H292 and A549 cells could reϐlect increased utilization of glutamine in energy 
and biosynthetic pathways. The decrease in PC-9 cells indicates a cell-line-speciϐic 
metabolic adaptation, as described previously, lactate is an important metabolic source 
for PC-9 [15]. Lactate is converted to pyruvate to be used by cells in the TCA cycle, as we 
observed an accumulation of pyruvate, it suggests that, upon SeChry, lactate-derived 
pyruvate is no longer a preferential metabolic source [7].  

 
3. Glutamine/Glutamate: 

The Glutamine/Glutamate ratio decreased signiϐicantly in H292 and A549 cells under 
therapy, consistent with increased glutaminase (GLS) activity and/or an increase in 
glutamine consumption. Conversely, in PC-9 cells, this ratio increased under therapy (from 
1.3292 to 3.4943), suggesting compensatory mechanisms that may buffer the effects of 
metabolic stress and increased glutamate consumption. 

4. Pyroglutamate/Glutamate and Glutamine/Pyroglutamate: 
Therapy induced notable changes in pyroglutamate-related ratios across cell lines. In 
H292 cells, Pyroglutamate /Glutamate increased substantially (from 0.0079 to 3.2689), 
while Glutamine/ Pyroglutamate decreased markedly (from 153.4286 to 2.5048). These 
shifts suggest an accumulation of pyroglutamate, as it can be converted from both 
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glutamine and glutamate without a necessaery enzymatic intervention [16]. 
Pyroglutamate is a byproduct of impaired glutathione metabolism and increased oxidative 
stress[17]. The depletion of glutathione is described as an effect of SeChry on cancer cells 
[18]. In A549 and PC-9 cells, changes were more moderate but still indicated the same 
trends than H292. 
 

Biological Implications 

Therapeutic Impact on Metabolism and Cell proliferation: 
The consistent reduction in celproliferation under SeChry exposure directly correlated 
with decreased metabolic activity, as evidenced by shifts in metabolite ratios. The 
increased reliance on glutamine metabolism, coupled with decreased pyruvate utilization, 
underscores the profound effect of SeChry in targeting key metabolic pathways critical for 
cancer cell proliferation and metabolism. 

Cell-Type-Speciϐic Adaptations: 
The variability in metabolic responses among PC-9, H292, and A549 cells highlights the 
heterogeneity of SeChry effects. While SeChry overall disrupted metabolic ϐluxes, cell-
speciϐic adaptations—such as decreased Glutamine/Glutamate in PC-9 cells—may 
indicate mechanisms of resistance or survival that warrant further investigation. 

Potential for Targeted Therapy: 
The observed metabolic adjustements, particularly in pyruvate and glutamine 
pathways, suggest potential targets for novel therapies. Targeting enzymes such as 
glutaminase (GLS) or pyruvate dehydrogenase kinase (PDK) could further enhance 
the efϐicacy of therapeutic interventions by exacerbating metabolic stress [2]. 

Escher Simulations of Control and SeChry Conditions 

The metabolic ϐlux distributions for A549, PC-9, and H292 cells under control and SeChry 
conditions were analyzed using Escher simulations. Across all cell lines, signiϐicant 
metabolic rewiring was observed, particularly in glycolysis, the TCA cycle, and the PPP. 
Below, we present the results for each cell line. 

 

 

 

PC-9 Cells 

For PC-9 control cells (Figure 2), glycolytic and PPP activity dominate metabolic ϐluxes, 
while the TCA cycle is moderately active. SeChry exposure (Figure 3) results in reduced 
glycolysis and PPP activity and further suppression of the TCA cycle using glucose-derived 

241



Lopes, J.S.; Mendes, C.; Gonçalves, L.G; Rodrigues, J.A.;Serpa, J.  

 
compounds. The reduction in metabolic ϐluxes aligns with decreased cell proliferation and 
increased cell death upon SeChry. 

H292 Cells 

The H292 control cells (Figure 4) show similar patterns of metabolic ϐlux, with active 
glycolysis and PPP and moderate TCA cycle ϐlux. Under the SeChry condition (Figure 5), 
glycolysis and PPP are signiϐicantly inhibited, and TCA cycle ϐlux is further reduced using 
glucose-derived compounds, reϐlecting metabolic downregulation consistent with 
suppressed cell proliferation and increased cell death. 
 
A549 Cells 

In the A549 control cells (Figure 6), glycolysis and the PPP show strong ϐlux activity (blue), 
while the TCA cycle exhibits moderate activity. Under the SeChry condition (Figure 7), 
glycolysis and the PPP are signiϐicantly suppressed (red), and TCA cycle ϐlux is reduced 
using glucose-derived compounds, reϐlecting the impact of SeChry on cellular metabolism, 
concomitant with decreased cell proliferation and increased cell death. 
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Figure 2: Escher simulation of PC-9 control cells. Blue regions indicate high ϐlux, red indicates low or 
inhibited ϐlux. 
 

 

Figure 3: Escher simulation of PC-9 SeChry condition. Blue regions indicate high ϐlux, red indicates low or 
inhibited ϐlux. 
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Figure 4: Escher simulation of H292 control cells. Blue regions indicate high ϐlux, red indicates low or 
inhibited ϐlux. 

 

Figure 5: Escher simulation of H292 SeChry condition. Blue regions indicate high ϐlux, red indicates low or 
inhibited ϐlux. 

 

 

Figure 6: Escher simulation of A549 Control cells. Blue regions indicate high ϐlux, red indicates low or 
inhibited ϐlux. 
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Figure 7: Escher simulation of A549 SeChry condition. Blue regions indicate high ϐlux, red indicates low or 
inhibited ϐlux. 

 

 

 

 

 

General Observations Across All Cell Lines 

Across all cell types, the following trends were observed: 

• Glycolysis: SeChry intervention consistently reduced glycolytic ϐlux, indicating a 
suppression of glucose metabolism, critical in control cells. 

• TCA Cycle: The SeChry condition caused a signiϐicant decrease in TCA cycle ϐlux 
using glucose-derived compounds, highlighting the activation of alternative TCA 
cycle suppliers. 

Pentose Phosphate Pathway (PPP): The PPP is a glucose-dependent pathway, 
beneϐiting from the deviation of glucose.6-phosphate from glycolysis, and it is 
essential for biosynthesis and redox balance. As expected with the reduction of 
glycolysis upon SeChry, the PPP was markedly suppressed pointing to disrupted 
nucleotide synthesis and oxidative stress management. 

• Overall Metabolism: SeChry intervention universally reduced metabolic ϐluxes 
across pathways, underscoring the profound metabolic stress imposed on control 
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cells, thereby limiting their proliferation and survival. Interestingly, it seems that 
SeChry shifts glucose reliance into fatty acids and glutamine reliance. 

 
4 Metabolic Network Robustness 

The initial algebraic connectivity of the H292 Control Cell network (λ2 = 0.3588) was 
progressively reduced through the sequential removal of critical reactions, leading to the 
following impacts: 

• Removed: Phosphogluconate dehydrogenase (1956140) — New λ2: 0.2888 (Impact: 
19.50%) 

• Removed: Pyruvate mitochondrial transport via proton symport (1955637) — New 
λ2: 0.2318 (Impact: 19.73%) 

• Removed: ASPGLUm (1955663) — New λ2: 0.1036 (Impact: 55.32%) 

• Removed: Malate dehydrogenase, mitochondrial (1955669) — New λ2: 0.0968 
(Impact: 6.54%) 

• Removed: Fumarase, mitochondrial (1955639) — New λ2: 0.0812 (Impact: 16.11%) 

The total impact on network robustness was 77.37%, demonstrating that these reactions 
play a crucial role in preserving the structural integrity of the metabolic network. 

Figure 8 visualizes the stepwise decrease in λ2 as key reactions are removed, reinforcing 
the concept that metabolic networks exhibit hierarchical vulnerability. 

Additional analysis indicated that the metabolic network retained connectivity despite 
signiϐicant perturbations, suggesting potential compensatory mechanisms through 
alternative pathways. However, the substantial reduction in λ2 highlights an increased 
susceptibility to functional breakdown under targeted metabolic interventions. 

These ϐindings offer valuable insights into the structural dependencies of NSCLC metabolic 
networks and underscore the potential of disrupting cancer metabolism through targeted 
interventions on critical metabolic connections. 

5 Discussion 

The results of this study provide signiϐicant insights into the metabolic behavior of the 
three cancer cell lines (PC-9, H292, and A549) and their response to novel therapeutic 
conditions using SeChry as a drug. By analyzing optimized objective functions, ϐlux 
distributions, ϐlux variability, and metabolic ratios, we can better understand the 
metabolic strategies employed by these cells in proliferative and constrained states. 
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Figure 8: Metabolic Network before and after critical reaction removals. 

5.1 Control Models 

The analysis of cancer models revealed a high metabolic activity consistent with a glucose 
reliance, characterized by elevated glycolysis and lactate production  [9]. The optimized 
objective function values for PC-9, H292, and A549 cell lines were close in magnitude, 
suggesting similar metabolic states that prioritize proliferation. Among these, PC-9 
displayed a slightly higher optimized value, which may indicate a higher adaptability to 
glucose and lactate-dependent metabolic phenotype compared to H292 and A549, as it was 
described [15]. 

The ϐlux distributions across key pathways reinforced the reliance of these cell lines on 
glucose and acetate as major metabolic substrates. Notably, glucose uptake rates were 
substantial, aligning with the enhanced glycolytic activity commonly observed in cancer 
cells. The secretion of acetate and other metabolic byproducts further shows the 
metabolic activity and highlights FAO as a key metabolic pathway [12]. 

FVA indicated signiϐicant metabolic ϐlexibility in cancer cells, particularly in reactions such 
as FALDH, which aligns with FAO upregulation [13,14]. The broad ϐlux ranges observed in 
these reactions suggest the ability of cancer cells to adjust their metabolic ϐluxes in 
response to varying environmental conditions, supporting their survival and growth. 
5.2 Sechry Treated Cells – SeChry anti-cancer Models 

Under therapeutic conditions, the metabolic landscape of the cells shifted dramatically. 
The optimized objective function values decreased substantially across all three cell lines, 
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indicating a constrained metabolic state. This reduction reϐlects the impact of SeChry in 
suppressing the metabolic activity that supports cancer proliferation and survival. 

The ϐlux distributions in SeChry models revealed a marked decrease in glucose uptake and 
lactate production compared to their control counterparts. This metabolic shift, coupled 
with a reduced ϐlux through key glycolytic pathways, highlights the effectiveness of 
metabolism-based therapeutic strategies. Furthermore, the near-zero growth rates 
observed in SeChry models underscore the success of these interventions in limiting 
cellular proliferation. 

Interestingly, the FVA results for SeChry models showed narrower ϐlux ranges compared 
to control models. This reduced variability suggests that SeChry imposes stricter 
constraints on metabolic ϐlexibility, potentially reducing or making more  surgical the cells’ 
ability to adapt to changing environments. 

5.3 Comparison of Control and SeChry exposed Cancer Cells 

The metabolic comparison between control and SeChry conditions underscores the 
profound impact of therapy on cellular metabolism. While cancer cells exhibit high 
metabolic activity and ϐlexibility in control conditions, SeChry enforces a constrained 
metabolic regime, reducing proliferation and energy generation. This stark contrast is 
evident in the metabolic ratios, which highlight the shifts in substrate utilization and ϐlux 
distributions. 

The comparison of cell death and metabolic ϐluxes across the three cell lines indicates that 
SeChry treatment induces cell death in a dose-dependent manner, consistent with reduced 
metabolic activity. The cancer models for PC-9,H292, and A549, show high proliferation 
rates and substantial glycolytic ϐluxes, reϐlecting the the metabolic phenotype 
characteristic of rapidly proliferating cancer cells. However, under SeChry treatment, the 
metabolic ϐluxes decreased, with a notable reduction in glucose uptake and an increase in 
acetate utilization. This shift in metabolism, coupled with the increase in cell death, 
suggests that SeChry induces a metabolic stress response, likely limiting energy and 
biomass production and impairing the cells’ ability to proliferate and survive. 

The signiϐicant increase in cell death observed, particularly in PC-9 cells, may be indicative 
of a threshold effect where the therapeutic treatment overwhelms the cells’ metabolic 
capacity, leading to cell death. These ϐindings highlight the importance of metabolic 
ϐlexibility in cancer cells, where SeChry-induced shifts in metabolism may be a key factor 
inanti-cancer efϐicacy. 

For example, the Pyruvate/Oxaloacetate and Pyruvate/Glutamine ratios were signiϐicantly 
altered under SeChry conditions, reϐlecting a disruption in the balance of glucose-
dependent pathways. Additionally, the increased extracellular glucose levels and acetate 
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secretion in SeChry models further demonstrate the shift away from a highly glucose-
dependent phenotype and towards alternative metabolic sources such as glutamine and 
fatty acids. 

5.4 Implications and Future Directions 

The ϐindings of this study have several implications for cancer metabolism research and 
novel therapeutic development. The observed metabolic ϐlexibility in cancer cells suggests 
potential targets for therapy aimed at disrupting key pathways that enable adaptation. 
Conversely, the constrained metabolic state induced by SeChry highlights it as a potential 
anti-cancer drug and reinforces the importance of preventing metabolic reprogramming 
and resistance. 

Future studies could expand on this work by incorporating time-course analyses to 
capture dynamic changes in metabolism during the transition from control to therapeutic 
states. Additionally, integrating multi-omics data, such as proteomics and transcriptomics, 
could provide a more comprehensive understanding of the molecular mechanisms 
underlying the observed metabolic shifts. 

6 Conclusion 

This study highlights the distinct metabolic behaviors of PC-9, H292, and A549 cancer cell 
lines and their dynamic responses under SeChry exposure. Metabolic constraints underly 
the reduction of cell proliferation rate and disrupt key pathways crucial for energy 
generation and biomass production. 

The comparative analysis between control and SeChry exposure underscores the potential 
of targeting metabolic plasticity to enhance therapeutic efϐicacy. By imposing strict 
constraints on metabolic ϐlexibility, therapeutic strategies can limit the adaptability of 
cancer cells, reducing the likelihood of resistance development. 

Future work should focus on the temporal dynamics of these metabolic transitions and 
explore multi-omics approaches to unravel the complex interplay between metabolism 
and gene regulation in cancer progression and therapy. These insights could pave the way 
for novel metabolic interventions and optimized treatment regimens. 
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Albuquerque, C., Gonçalves, L. G., Bonifácio, V. D. B., Vicente, J. B., & Serpa, J. (2023). 
H2S-Synthesizing Enzymes Are Putative Determinants in Lung Cancer Management 
toward Personalized Medicine. Antioxidants (Basel, Switzerland), 13(1), 51. 
https://doi.org/10.3390/antiox13010051 

[9] J.D. Orth, I. Thiele, and B.Ø. Palsson. What is ϐlux balance analysis? Nature 
Biotechnology, 28:245–248, 2010. 

[10] J. et al. Schellenberger. Quantitative prediction of cellular metabolism with 
constraintbased models: the cobra toolbox v2.0. Nature Protocols, 6:1290–1307, 2011. 

[11] A. Ebrahim, J.A. Lerman, B.O. Palsson, and D.R. Hyduke. Cobrapy: Constraints based 
reconstruction and analysis for python. BMC Systems Biology, 7(1):74, 2013. 

250



Lopes, J.S.; Mendes, C.; Gonçalves, L.G; Rodrigues, J.A.;Serpa, J.  

 
[12] Wang, J., Wen, Y., Zhao, W., Zhang, Y., Lin, F., Ouyang, C., Wang, H., Yao, L., Ma, H., Zhuo, 

Y., Huang, H., Shi, X., Feng, L., Lin, D., Jiang, B., & Li, Q. (2023). Hepatic conversion of 
acetyl-CoA to acetate plays crucial roles in energy stress. eLife, 12, RP87419. 
https://doi.org/10.7554/eLife.87419 

[13] Ashibe, B., & Motojima, K. (2009). Fatty aldehyde dehydrogenase is up-regulated by 
polyunsaturated fatty acid via peroxisome proliferator-activated receptor alpha and 
suppresses polyunsaturated fatty acid-induced endoplasmic reticulum stress. The 
FEBS journal, 276(23), 6956–6970. https://doi.org/10.1111/j.1742-
4658.2009.07404.x 

[14] Berdyshev E. V. (2011). Mass spectrometry of fatty aldehydes. Biochimica et 
biophysica acta, 1811(11), 680–693. https://doi.org/10.1016/j.bbalip.2011.08.018 

[15] Mendes, C., Lemos, I., Francisco, I., Almodôvar, T., Cunha, F., Albuquerque, C., 
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Abstract. This work reports on the development of a numerical scheme used to simu-
late the transient electrical current running through a thin layer of disordered semicon-
ductor (e.g., organic) between parallel electrodes under a perpendicularly applied electric
field. Extending previous research, it focuses on numerically approximating the solution of
anomalous diffusion problems, expressed with time fractional derivatives, that arise from
the multiple trapping model, considered tol effectively describe the complex charge transport
mechanisms in these materials, accounting for the trapping and release of charge carriers.
This study addresses the case of concentration-dependent charge carrier mobility, which
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Abstract Lung cancer remains the leading cause of cancer-related mortality globally. Non-

small cell lung cancer (NSCLC) account for 85% of lung cancer cases. Programmed Death-

Ligand 1 (PD-L1) is a critical biomarker in NSCLC for guiding immunotherapy, yet 

conventional detection methods, such as immunohistochemistry, are invasive and 

insufficiently capture tumour heterogeneity. This study explores the potential of radiomics-

based machine learning (ML) models to predict PD-L1 expression using whole-body and 

lung [18F]-FDG PET/CT imaging data. Radiomic features were extracted from 134,590 

whole-body and 43,142 lung slices obtained from 308 NSCLC patients. The study evaluated 

the performance of ensemble models including random forest, and XGBoost at feature- and 

patient-level analyses. Models trained on whole-body data consistently outperformed those 

using lung data, highlighting the importance of systemic metabolic information. At the 

feature level, the random forest model achieved 99.1% accuracy and an ROC-AUC of 0.998. 

Similarly, at the patient-level, the random forest model also achieved 98% accuracy and an 

ROC-AUC of 0.995. The findings demonstrate the superiority of whole-body radiomic 

analysis over localised imaging for predicting PD-L1 expression. This approach 

underscores its potential as a non-invasive diagnostic tool, providing an advanced 

framework for precision oncology in NSCLC management. 

DOI:10.5281/zenodo.15161193
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1.  INTRODUCTION  

Lung cancer remains the leading cause of cancer-related mortality worldwide, with 1.8 million 

people dying of lung cancer every year [1], highlighting the urgent need for more effective 

diagnostic and therapeutic strategies. In the United Kingdom, lung cancer is the third most 

prevalent cancer [2]. About 85% of lung cancer is classified as non-small cell lung cancer 

(NSCLC).  Over the past decade, the treatment landscape for NSCLC has evolved significantly 

and in addition to traditional modalities such as surgery, radiotherapy and chemotherapy, more 

targeted therapies and immunotherapies determined by tumour expression of molecular 

markers have been added to the treatment armamentarium [3]. Personalized biomarker-driven 

NSCLC therapy targeting epidermal growth factor receptor (EGFR), anaplastic lymphoma 

kinase (ALK), and immunotherapy targeting the programmed death-ligand 1 (PD-L1) is now 

available [4]. 

Immunotherapy, particularly through the use of immune checkpoint inhibitors (ICIs) targeting 

the PD-1/PD-L1 pathway, have emerged as a key treatment modality  of NSCLC management. 

By blocking the interaction between PD-L1 on tumour cells and PD-1 on T-cells, these agents 

reactivate the immune response, leading to significant improvements in progression-free and 

overall survival compared to traditional chemotherapy [5][6][7][8][9][10]. However, the 

standard method for assessing PD-L1 expression—immunohistochemistry (IHC)—requires 

invasive biopsies that may not capture tumour heterogeneity and can lead to complications 

[11][12][13]. This limitation underscores the need for non-invasive, comprehensive assessment 

methods. 

To address these limitations, there is a growing interest in leveraging the radiomic features of 

computerised tomography (CT) and positron emission tomography/CT (PET/CT) with 

[18F]fluorodeoxyglucose ([18F]FDG) beyond its traditional diagnostic and monitoring roles, 

particularly in quantitative biomarker evaluation for immunotherapy response prediction [14]. 

Alongside conventional radiotracer uptake evaluation performed using Standardized Uptake 

Value (SUV), a widely used PET imaging metric for assessing tumor metabolism, advanced 

computational approaches such as artificial intelligence and machine learning enhance the 

extraction and interpretation of high dimensional features from PET/CT scans. By analyzing 

the shape, intensity, and texture features of tumors, radiomics provides a noninvasive method 

to assess tumor biology and predict therapeutic outcomes [15][16][17]. 

Early radiomics models for PD-L1 prediction, despite demonstrating moderate performance 

(with accuracies around 68% and AUCs ranging from 0.706 to 0.84 [18][19]), face a critical 

research gap. These models are predominantly based on small datasets, leading to overfitting 

and compromised generalizability which is a serious concern for clinical applications. 

Moreover, their focus on localized tumour regions neglects systemic metabolic activity, an 

important facet of tumour biology that could significantly enhance predictive accuracy. This 

oversight reveals a clear problem in current methodologies: the inability to fully capture the 

complex, systemic nature of tumour behaviour. Addressing this gap by incorporating systemic 

metabolic information into radiomic analyses is essential for developing more robust and 

clinically applicable models for PD-L1 prediction. 
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To overcome these challenges, ensemble machine learning models, particularly random forest 

and Extreme Gradient Boosting (XGBoost), have demonstrated strong performance in medical 

imaging analysis and disease classification by reducing overfitting and improving model 

interpretability. random forest has demonstrated significant success in disease risk 

classification, including maternal health risk prediction, where an ensemble model combining 

random forest and artificial neural networks (ANN) achieved high accuracy, precision, recall, 

and F1-score in classifying pregnancy-related complications [20]. Similarly, a study analysing 

highly imbalanced disease datasets found that random forest, coupled with repeated random 

sub-sampling, outperformed other classifiers in predicting the risk of eight chronic diseases, 

achieving superior sensitivity and specificity compared to traditional methods [21]. In clinical 

disease prediction, random forest models have effectively classified conditions such as diabetes, 

cardiovascular disease, and cancer, with a reported accuracy exceeding 90% in multiple datasets 

[22]. Likewise, XGBoost has been widely applied in cancer diagnostics, where it achieved an 

accuracy of 94.74% and a recall of 95.24% in breast cancer classification, underscoring its 

efficacy in early disease detection [23]. Additionally, XGBoost has been successfully utilized 

for classifying 28 different cancer types based on circulating tumour DNA, demonstrating its 

ability to handle complex, high-dimensional genetic data [24]. 

In NSCLC research, ensemble models have shown promise in non-invasive tumour 

characterization. A study comparing random forest models trained on CT radiomics versus 

semantic features found that models incorporating semantic descriptors interpreted by 

radiologists achieved higher accuracy in classifying NSCLC subtypes than radiomics-based 

models alone [25]. Further advancements in tumour microenvironment analysis have leveraged 

an expert-in-the-loop random forest model to distinguish adenocarcinoma from squamous cell 

carcinoma in fibrotic and non-fibrotic lung regions, highlighting the model’s ability to capture 

subtle variations in tissue morphology [26]. Moreover, the integration of random forest and 

XGBoost in lung cancer prediction has significantly enhanced classification performance, with 

hyperparameter tuning and ensemble voting mechanisms improving predictive accuracy 

beyond standalone models [27]. These studies collectively underscore the potential of ensemble 

methods in improving cancer classification and prognosis. 

Building on these advances, this study employs random forest and XGBoost to predict PD-L1 

expression in NSCLC patients using radiomic features extracted from [18F]FDG PET/CT scans. 

By integrating both whole-body and lung imaging data at the feature and patient levels, our 

approach aims to capture broader systemic metabolic activity and overcome the constraints of 

localized analysis. Ultimately, this strategy is expected to enhance the accuracy, robustness, 

and clinical applicability of PD-L1 expression prediction, providing a non-invasive and scalable 

framework to guide immunotherapy decisions in NSCLC patients. 

 

2. MATERIALS AND METHODS 

2.1.  Data Collection 

The present research utilized imaging and tissue expression data collated for an institutionally-

approved audit from 308 patients diagnosed with non-small cell lung cancer (NSCLC) who 
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underwent 18F-fluorodeoxyglucose ([18F]FDG) positron emission tomography/computed 

tomography (PET/CT) examinations at the Nuclear Medicine Department of Castle Hill 

Hospital between December 2019 and January 2023. Among these patients, 207 were classified 

as PD-L1-positive and 101 as PD-L1-negative based on immunohistochemistry (IHC) analyses. 

Imaging data were stored in Digital Imaging and Communications in Medicine (DICOM) 

format and retrieved using Mirada DBx software. The scans consisted of fused PET/CT images 

with attenuation correction applied to enhance image quality and ensure quantitative accuracy. 

Each patient's PET/CT scan produced more than 300 axial slices representing cross-sectional 

images of the body. For targeted analysis, slices numbered 120 to 260, representing the thoracic 

region encompassing the lungs, were selected based on consultations with a radiologist and 

validation using the Mirada DBx viewer. To protect patient privacy, all data were anonymized 

in accordance with ethical guidelines. The dataset exhibited class imbalance, with 67% of cases 

classified as PD-L1-positive and 33% as PD-L1-negative. To address this imbalance, the 

Synthetic Minority Oversampling Technique (SMOTE) was employed during pre-processing 

to ensure balanced model training. 

2.2. Data Preprocessing 

All DICOM images were imported into Python 3.8 for pre-processing and analysis. Each axial 

slice was resized to a standard resolution of 512 × 512 pixels using bilinear interpolation to 

normalize input dimensions and maintain consistency across all scans. Pixel intensity values 

were normalized to a range between 0 and 1 by dividing each pixel value by the maximum 

intensity in the respective slice. A Gaussian filter with a sigma value of 1 was applied using the 

scikit-image library to reduce noise and enhance image quality. 

2.3. Lung Segmentation 

Lung regions were isolated from the PET/CT scans by selecting slices numbered 120 to 260, 

representing the thoracic region. Otsu's thresholding method, implemented via OpenCV, was 

applied to each slice to generate binary masks delineating lung tissue from surrounding 

structures. These masks were validated by radiologists to ensure accurate segmentation. 

 

2.4. Feature Extraction 

Radiomic features were extracted using PyRadiomics, which computes a wide range of 

quantitative descriptors (e.g., first-order statistics, texture, and shape-based metrics). Each 

slice was processed individually to capture relevant heterogeneity linked to PD-L1 

expression. 

Two parallel datasets were created: 

1. Whole-body Dataset: Radiomic features from the entire PET/CT scan. 

2. Lung dataset: Radiomic features only from the lung regions (slices 120–260). 

Feature-Level vs. Patient-Level Analysis 

• Feature-Level: Each slice’s radiomic features were treated as independent 

samples. 

• Patient-Level: Radiomic features were aggregated by taking the mean value 

across all slices from each patient, resulting in a single feature vector per patient. 
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2.5. Feature Engineering 

 

To enhance the model performance, feature engineering and selection were conducted in 

several steps. Initially, all extracted features were consolidated into a DataFrame, where non-

numeric values were excluded, and missing values were replaced with zeros to ensure data 

completeness. Following this, feature scaling was conducted using the StandardScaler to 

normalize the features, making them comparable across different scales. 

For the whole-body dataset at the feature level, Elastic Net regression with five-fold cross-

validation using scikit-learn's ElasticNetCV was applied to identify the most predictive 

features, balancing L1 and L2 penalties to reduce overfitting. Features with non-zero 

coefficients were retained for further model development.  

In contrast, for the Lung dataset and patient-level analyses, random forest feature importance 

was employed due to the Elastic Net's limited effectiveness in these contexts. A random forest 

classifier was trained, and feature importance scores were computed based on the Gini impurity 

criterion. Features exceeding a predefined importance threshold (importance > 0.01) were 

selected for model training. 

 

2.6. Model Development, Training, and Evaluation 

To predict PD-L1 expression, ensemble machine learning methods specifically random forest 

(RF) and Extreme Gradient Boosting (XGBoost) were employed. These models were trained 

using radiomic features extracted from [18F]FDG PET/CT scans to classify NSCLC patients as 

PD-L1-positive or PD-L1-negative. Feature-level and patient-level analyses were conducted 

using both whole-body and Lung datasets. 

 

2.6.1. Random Forest Models 

The random forest model was developed iteratively through three phases to enhance predictive 

performance. Initially, a baseline model (RF Model 1) was implemented using default 

hyperparameters in scikit-learn as seen in Table 1 to establish a benchmark for performance 

evaluation. This provided a reference point for subsequent improvements. In the second phase, 

regularization techniques were introduced to prevent overfitting. The maximum depth of trees 

was constrained, and the minimum number of samples required for splitting and leaf nodes was 

increased. Additionally, the number of features considered per split was adjusted to ensure a 

balanced trade-off between model complexity and generalization. 

To further refine performance, the third phase involved hyperparameter optimization, where a 

RandomizedSearchCV approach was applied to systematically explore and fine-tune key 

parameters. This process optimized the number of estimators, maximum depth, and minimum 

samples per split, ensuring that the model was both robust and efficient. Through this iterative 

approach, the random forest model was progressively improved, achieving an optimal balance 

between accuracy and generalizability in predicting PD-L1 expression. 

 

2.6.2. XGBoost Models 
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XGBoost models were optimized in two stages. First, a baseline model (XGB Model 1) was 

trained using default hyperparameters to establish a benchmark. Next, hyperparameter 

optimization (XGB Model 2) was performed using RandomizedSearchCV to refine learning 

rate, maximum depth, subsample ratios, and regularization terms, improving predictive 

accuracy while reducing overfitting.  

Model Strategy Parameters Tuned Details 

Random 

forest 

(RF) 

Cross-

validation on 

Base Model 

Stratified 5-fold Cross-

Validation 

cv=5, shuffle=True, 

random_state=42 

Regularization 

(RF Model 2) 

max_depth, 

min_samples_split, 

min_samples_leaf, 

max_features 

max_depth=10, 

min_samples_split=5, 

min_samples_leaf=4, 

max_features='sqrt' 

Hyperparameter 

Tuning (RF 

Model 3) 

Random search: 

n_estimators, max_depth, 

min_samples_split, 

min_samples_leaf, 

max_features 

n_estimators=100-500, 

max_depth=None-50, 

min_samples_split=2-10, 

max_features=['sqrt', 'log2', None] 

XGBoost 

Hyperparameter 

Tuning (XGB 

Model 2) 

Random search: 

n_estimators, 

learning_rate, max_depth, 

subsample, 

colsample_bytree, gamma 

n_estimators=100-500, 

learning_rate=0.01-0.2, 

max_depth=3-11, subsample=0.6-

1.0, gamma=0-0.3 

Table 1. Summary of the hyperparameters used with the different models tested. 

2.6.3. Training and Validation 

The dataset was partitioned into training (80%) and testing (20%) subsets using stratified 

sampling to preserve class distribution. Stratified five-fold cross-validation was applied during 

model training to ensure robustness. Model performance was evaluated using key classification 

metrics, including accuracy, area under the receiver operating characteristic curve (ROC-AUC), 

precision, recall, F1-score, and log loss. The results were analyzed at both feature- and patient-

levels, comparing whole-body and Lung datasets to determine the most informative approach 

for PD-L1 prediction. 
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2.6.5. Software and Libraries 

All analyses were performed in Python using libraries including scikit-learn for machine 

learning, XGBoost for gradient boosting, and PyRadiomics for feature extraction. 

 

3. RESULTS 

3.1. Lung Segmentation and Visualization 

The visualization and analysis of whole-body [18F]FDG PET/CT images using the Mirada DBx 

viewer identified slices numbered 120 to 260 as the most relevant for analysis. These slices 

cover the thoracic region, where NSCLC tumours are typically located. Within this slice range, 

the lung anatomy and tumour sites were clearly visible, as demonstrated in Figure 1. 

 

Figure 1. Fused coronal PET/CT image highlighting the tumour in the right upper lung region. The lung area is 

indicated by the arrow, showcasing the specific region where the tumour is located. 

3.2. Feature Extraction, Selection and Preprocessing 

Using PyRadiomics, 98 radiomic features were initially extracted from the PET scan data for 

both the whole-body and lung datasets. The whole-body dataset comprised 134,590 slices, 

Lung region 

with tumor in 

high contrast. 
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while the lung dataset contained 43,142 slices. For patient-level analysis, the features from all 

slices were aggregated using the mean, resulting in a dataset of 307 patients. These features 

spanned multiple categories, including statistical, texture-based, and shape-based descriptors. 

Feature selection methods were employed to reduce the dimensionality of the dataset. For the 

Whole-body dataset at feature-level, Elastic Net regression with five-fold cross-validation 

reduced the features to 27. In contrast, for the Lung dataset and patient-level analyses, random 

forest feature importance identified between 24 and 39 features, as summarized in Table 2. 
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Dataset Level 

Feature Selection 

Type 

Features 

(Before) Features (After) 

Whole-body 

dataset 

Feature 

Level Elastic net 98 27 

Whole-body 

dataset 

Patient 

Level Random forest 98 36 

Lung dataset 

Feature 

Level Random forest 98 24 

Lung dataset 

Patient 

Level Random forest 98 39 

Table 2. Feature selection summary for whole-body and lung dataset 

An initial class imbalance was observed, with PD-L1-positive cases constituting 67% of the 

dataset and PD-L1-negative cases 33%. SMOTE  was applied to balance the dataset, resulting 

in an equal distribution of classes.  

3.3. Model Performance (Feature-Level Analysis) 

At the feature level, the random forest and XGBoost models were evaluated for both the whole-

body and Lung datasets. The random forest model (RF Model 3) optimized through random 

search achieved the best performance on the whole-body dataset, as detailed in Table 3, with 

an accuracy of 99.1% and a ROC-AUC of 0.999. The cross-validation results for random forest 

Model 3, as shown in Table 4, reveal a consistent performance on the whole-body and Lung 

dataset, with mean accuracies of 0.993 and 0.758 across all five folds for the whole-body and 

Lung dataset respectively. 
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Dataset Model Configuration Precision Recall F1-

Score 

Accuracy ROC-

AUC 

Whole-body Random 

forest 

Baseline RF model  

(RF model 1) 

0.99 0.99 0.99 0.991 0.997 

Regularization  

(RF model 2) 

0.99 0.99 0.99 0.991 0.997 

Hyperparameter 

tuning with random 

search 

 (RF Model 3) 

0.99 0.99 0.99 0.991 0.999 

XGBoost Baseline XGB model 

(XGB model 1) 

0.99 0.99 0.99 0.991 0.997 

Hyperparameter tuning 

with random search 

(XGB model 2) 

0.99 0.99 0.99 0.991 0.998 

Lung Random 

forest 

Baseline RF model (RF 

model 1) 

0.72 0.71 0.72 0.71 0.76 

Regularization (RF 

Model 2) 

0.67 0.65 0.65 0.645 0.69 

Hyperparameter tuning 

with random search (RF 

Model 3) 

0.73 0.73 0.73 0.77 0.72 

XGBoost Baseline XGB model 

(XGB model 1) 

0.69 0.69 0.69 0.69 0.71 

Hyperparameter tuning 

with random search 

(XGB model 2) 

0.72 0.72 0.72 0.72 0.75 

Table 3: Performance metrics for ensemble models (feature-level analysis). The best performing model is marked in bold.
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 1st Fold 2nd Fold 3rd Fold 4th Fold 5th Fold Mean 

Accuracy 

Whole-

body 

0.994 0.993 0.993 0.993 0.993 0.993 

Lung 0.760 0.763 0.745 0.756 0.765 0.758 

Table 4: Cross-alidation accuracy scores for random forest in both whole-body and lung datasets (feature level 

analysis). 

3.4. Model Performance (Patient-Level) 

At the patient level, the random forest and XGBoost models were also evaluated and compared 

across both the whole-body and Lung datasets. The random forest model optimized through 

random search also exhibited the best performance, achieving the highest accuracy and ROC-

AUC scores as presented in Table 5.  

2qZ2qZ 

Further Insight into the model’s performance as depicted in Figure 2, shows high accuracy with 

the confusion matrix indicating correct classification of all 18 PD-L1 negative patients and 43 

out of 44 PD-L1 positive patients, demonstrating near-perfect sensitivity and specificity. In 

Figure 3, the log loss analysis reveals consistently low values across most predictions, 

reflecting high confidence in the model's outputs. However, a distinct spike around sample 

index 20 suggests a single instance of high uncertainty, contrasting with the overall stability in 

predictive confidence throughout the dataset. 

 

 
Figure 2: Confusion matrix for the random forest model optimized through random search (RF model 3) for the 

whole-body data at a patient level, which achieved the highest accuracy and ROC-AUC 
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Figure 3: Log loss result for the random forest model optimised through random search (RF model 3), for the 

whole-body data at a patient level, which achieved the highest accuracy and ROC-AUC.
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Dataset  Model Configuration Precision Recall F1-

Score 

Accuracy ROC-

AUC 

Whole-body 

dataset 

Random forest Baseline RF model  

(RF model 1) 
0.98 0.98 0.98 0.984 0.998 

Regularization  

(RF Model 2) 
0.98 0.98 0.98 0.984 0.982 

Hyperparameter tuning 

with random search 

 (RF model 3) 

0.98 0.99 0.99 0.984 0.992 

XGBoost Baseline XGB model  

(XGB model 1) 
0.98 0.98 0.98 0.984 0.986 

Hyperparameter tuning 

with random search 

 (XGB Model 2) 

0.98 0.98 0.98 0.984 0.988 

Lung Dataset Random forest Baseline RF model  

(RF model 1) 
0.53 0.52 0.52 0.51 0.471 

Regularization  

(RF model 2) 
0.58 0.55 0.56 0.553 0.50 

Hyperparameter tuning 

with random search  

(RF model 3) 

0.58 0.56 0.57 0.565 0.511 

XGBoost Baseline XGB model 

 (XGB model 1) 
0.61 0.61 0.61 0.613 0.558 

Hyperparameter tuning 

with random search  

(XGB model 2) 

0.61 0.61 0.61 0.612 0.49 

Table 5: Performance metrics for random forest (patient-level analysis)
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4.0 DISCUSSION 

 

The advent of PD-1/PD-L1 checkpoint inhibitors has transformed the treatment landscape for 

NSCLC, with numerous studies underscoring the importance of PD-L1 expression as a critical 

biomarker for predicting patient response to immunotherapy. Accurate assessment of PD-L1 

levels is essential for guiding treatment decisions and optimizing outcomes in NSCLC patients 

[28][29][30]. 

In this study, radiomic features extracted from both whole-body and lung PET scan data were 

used to predict PD-L1 expression through feature-level and patient-level analyses. The results 

consistently demonstrated that whole-body data, which captures broader metabolic processes, 

outperformed lung data. This supports the growing evidence that incorporating whole-body 

imaging provides more comprehensive insights into disease processes and patient prognosis 

[31][32]. 

The evaluation of both datasets demonstrated that models trained on whole-body data 

consistently outperformed those trained on lung data across multiple metrics, including 

accuracy, precision, recall, F1-score, and ROC-AUC scores (Tables 3 and 5). At the feature 

level, random forest model, chosen for its robustness against overfitting and scalability to large 

datasets [32], achieved a remarkable 99.1% accuracy and an ROC-AUC of 0.998 on the whole-

body dataset following random search optimization (RF Model 3). In contrast, the lung data 

produced significantly lower results, with a maximum accuracy of 77% and ROC-AUC of 0.75 

(Table 3). These results suggest that radiomic features derived from the whole body, reflecting 

systemic metabolic activity, offer valuable predictive information that may be absent in 

localized imaging focused on the lungs. 

Similarly, the XGBoost models showed superior performance with whole-body data compared 

to lung data, reinforcing the conclusion that features from tissues beyond the lung enhance 

predictive accuracy. The consistent superiority of whole-body analysis indicates that broader 

metabolic processes are crucial for understanding PD-L1 expression in NSCLC. 

Further validation using confusion matrices and log loss metrics analysis confirmed the 

superiority of whole-body data. The random forest and XGboost models trained on whole-body 

data exhibited fewer misclassifications and lower log loss values, indicating greater model 

confidence and reliability compared to lung-segmented models. 

To ensure the model's robustness and mitigate potential overfitting, cross-validation (K-fold) 

was employed on the best-performing model (RF Model 3). Cross-validation, widely used to 

assess model performance on different subsets of data [33], confirmed the generalizability of 

the model. An average accuracy of 99.3% across all folds (Table 4) further validated the model's 

stability and reliability, indicating that it is well-suited for predicting PD-L1 expression in 

NSCLC. 

The patient-level analysis, designed to enhance model robustness and accuracy, involved 

aggregating features across multiple slices using mean aggregation. This method has been 

shown to improve prediction performance by offering more reliable outcomes and better 

generalization of models [34]. In this study, patient-level analysis of the whole-body dataset 
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resulted in high accuracies and ROC-AUC scores, with the random forest model achieving 98% 

accuracy and an ROC-AUC score of 0.992, this study achieved higher ROC-AUC compared to 

studies [18][19] which had lower ROC-AUC scores of 68 and 84% respectfully. By contrast, 

patient-level models trained on lung data yielded significantly lower accuracy (61.3%) and 

ROC-AUC (0.558), reinforcing the value of whole-body radiomics in PD-L1 prediction. 

Notably, a similar study focusing on lung data achieved a ROC-AUC of 0.82 [35], further 

demonstrating the limitations of localized imaging approaches. In contrast, the superior 

performance of whole-body data in this study underscores the value of incorporating systemic 

metabolic information for enhanced predictive accuracy. 

Overall, these findings confirm that incorporating whole-body metabolic data in radiomic 

analyses offers significant predictive advantages over localized imaging approaches. Previous 

studies reported lower accuracies when focusing only on tumour regions [18] [19], whereas this 

study demonstrates that whole-body analysis achieves superior predictive accuracy (99% vs. 

68% and 84%, respectively). This highlights the importance of considering systemic metabolic 

information, rather than relying solely on localized regions, for predicting PD-L1 expression 

and optimizing treatment strategies in NSCLC patients. 

Future studies should further investigate the potential clinical applications of whole-body 

radiomic analysis for broader biomarkers and treatment responses in NSCLC. The consistent 

results obtained in this study suggest that whole-body PET/CT data could improve patient care 

by providing more holistic insights into disease processes, leading to more precise treatment 

decisions. However, larger datasets and external validation cohorts are needed to confirm the 

long-term reliability and generalizability of these findings across different populations. 

5.0 CONCLUSION 

This study provides compelling evidence that whole-body [18F]FDG PET/CT imaging data, 

when analysed using machine learning models, offer a more accurate and comprehensive 

approach for predicting PD-L1 expression in NSCLC patients compared to lung data. The 

superior performance of models trained on whole-body data underscores the importance of 

systemic metabolic information in understanding PD-L1 expression. 

By surpassing the predictive accuracy of previous studies that focused solely on localized tumor 

regions, this research highlights the potential clinical value of adopting a holistic imaging 

strategy. The incorporation of whole-body radiomic analysis could enhance patient 

stratification for immunotherapy, leading to improved personalized treatment strategies. 

However, before this approach can be integrated into routine clinical practice, further validation 

in larger and more diverse patient cohorts is necessary. Future studies should also explore the 

integration of whole-body imaging with other data types, such as genomic and clinical 

information, to further enhance the predictive power of these models. Such multi-modal 

approaches hold promise for advancing personalized oncology care and optimizing treatment 

outcomes for NSCLC patients. 
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Abstract Lung cancer remains the leading cause of cancer-related deaths world-wide. Non-

small cell lung cancer (NSCLC) account for 85% of lung cancer cases. Accurate assessment of 

Programmed Death-Ligand 1 (PD-L1) expression is essential for guiding immunotherapy 

decisions; however, conventional detection methods such as immunohistochemistry (IHC) are 

invasive and may not fully account for tumour heterogeneity. This study investigates the 

potential of deep learning-based models to predict PD-L1 expression using radiomic features 

extracted from full-body and lung-segmented 18F-FDG PET/CT scans. Radiomic features were 

extracted from 134,590 full-body and 43,142 lung slices obtained from 308 NSCLC patients. 

Fully Connected Neural Networks (FCNNs) were trained and optimized with different network 

depths, activation functions, dropout rates, and optimizers. Models trained on whole-body data 

consistently outperformed those using lung data, emphasizing the importance of systemic 

metabolic information. At the feature level, the best FCNN model achieved 99% accuracy and 

an ROC-AUC of 0.997, while at the patient level, it achieved 98% accuracy and an ROC-AUC 

of 0.995. The findings highlight the superiority of deep learning-based full-body radiomic 

analysis over localized imaging in predicting PD-L1 expression. This approach demonstrates 

the potential of FCNNs as a non-invasive diagnostic tool, providing an advanced framework 

for precision oncology and NSCLC immunotherapy decision-making. 

  

DOI:10.5281/zenodo.15161219
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1. INTRODUCTION 

Lung cancer remains the leading cause of cancer-related mortality worldwide, with 1.8 million 

people dying of lung cancer every year [1], highlighting the urgent need for more effective 

diagnostic and therapeutic strategies. In the United Kingdom, lung cancer is the third most 

prevalent cancer [2]. About 85% of lung cancer is classified as non-small cell lung cancer 

(NSCLC).  Over the past decade, the treatment landscape for NSCLC has evolved significantly 

and in addition to traditional modalities such as surgery, radiotherapy and chemotherapy, more 

targeted therapies and immunotherapies determined by tumour expression of molecular 

markers have been added to the treatment armamentarium [3]. Personalized biomarker-driven 

NSCLC therapy targeting epidermal growth factor receptor (EGFR), anaplastic lymphoma 

kinase (ALK), and immunotherapy targeting the programmed death-ligand 1 (PD-L1) is now 

available [4]. 

The PD-1/PD-L1 checkpoint pathway has emerged as one of the key targets in NSCLC 

management, with immune checkpoint inhibitors (ICIs) such as durvalumab, pembrolizumab, 

nivolumab, and atezolizumab significantly improving progression-free survival (PFS) and 

overall survival (OS) in PD-L1-positive patients [5][6][7][8][9][10]. Despite their success, 

accurate PD-L1 assessment remains challenging. Immunohistochemistry (IHC) is the current 

gold standard for PD-L1 quantification but suffers from several key limitations—it is invasive, 

prone to sampling errors, and fails to capture tumour heterogeneity, limiting its reliability as a 

predictive biomarker [11][12][13]. These challenges underscore the need for a non-invasive 

and comprehensive method for PD-L1 evaluation in NSCLC patients. 

Given the limitations of IHC-based PD-L1 detection, there has been a growing interest in 

exploring radiomic features obtained from computed tomography (CT) and positron emission 

tomography/CT (PET/CT) with 18F-fluorodeoxyglucose (18F-FDG) imaging as a non-invasive 

alternative, extending its applications beyond traditional diagnostics [14]. Alongside 

conventional radiotracer uptake evaluation performed using Standardized Uptake Value (SUV) 

(a widely used PET imaging metric for assessing tumour metabolism), advanced computational 

approaches such as artificial intelligence and deep learning models enhance the extraction and 

interpretation of high dimensional features from PET-CT scans. By analysing the shape, 

intensity, and texture features of tumours, radiomics provides a non-invasive method to assess 

tumour biology and predict therapeutic outcomes [15][16][17]. 

Early radiomics models for PD-L1 prediction, despite demonstrating moderate performance 

(with accuracies around 68% and Area Under the Curves (AUCs) ranging from 0.706 to 0.84 

[18][19]), face critical limitations. These models are predominantly based on small datasets, 

leading to overfitting and compromised generalizability which is a serious concern for clinical 

applications. Moreover, their focus on localized tumour regions neglects systemic metabolic 

activity, an important facet of tumour biology that could significantly enhance predictive 

accuracy. This oversight highlights a clear gap: the inability to fully capture the complex, 

systemic nature of tumour behaviour. Addressing this by integrating systemic metabolic 

information into deep-learning based radiomic analyses is essential for developing robust, 

clinically applicable PD-L1 prediction models. 

Several studies have applied deep learning to PD-L1 assessment, demonstrating its potential to 

enhance accuracy and reproducibility. Deep learning-based IHC analysis has shown 96% 

accuracy in automated PD-L1 scoring from whole-slide histopathology images, matching 
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expert pathologist performance while reducing interobserver variability [20]. Additionally, 

weakly supervised deep learning models trained on PD-L1 IHC slides achieved AUCs of 0.88 

in NSCLC cohorts, surpassing conventional manual scoring in predicting immunotherapy 

response [21]. Beyond histopathology, radiology-based deep learning models have been 

developed for non-invasive PD-L1 prediction, offering an alternative to biopsy-based 

assessments. A recent study trained a 3D residual CNN on FDG-PET/CT images from 697 

NSCLC patients, achieving AUCs of ≥0.82 across internal and external cohorts, and showing 

prognostic value comparable to IHC-determined PD-L1 expression [22]. Similarly, a 

DenseNet-based CNN model analysing CT images combined with handcrafted radiomic 

features and clinical data achieved AUCs exceeding 0.90, reinforcing the importance of 

multimodal learning for PD-L1 prediction [23]. These studies indicate that deep learning can 

extract complex imaging patterns linked to PD-L1 expression, outperforming conventional 

radiomics approaches. 

Furthermore, Fully Connected Neural Networks (FCNNs) have gained traction in oncology 

imaging due to their ability to capture high-dimensional patterns and learn hierarchical feature 

representations. A study on breast cancer Ki-67 classification integrated ultrasound radiomics 

with an FCNN, achieving high diagnostic accuracy and demonstrating clinical utility in 

biomarker-based cancer assessment [24]. A bibliometric analysis of Artificial Intelligence (AI) 

in breast cancer imaging further identified FCNNs as a key deep learning method for enhancing 

clinical decision-making [25]. Given these successes, applying FCNNs to whole-body PET/CT 

radiomics in NSCLC may enhance PD-L1 prediction by incorporating systemic metabolic 

activity into the analysis. 

This study builds upon prior deep learning advancements by implementing an FCNN-based 

radiomics model to predict PD-L1 expression using whole-body and lung-segmented 18F-FDG 

PET/CT scans. By analysing radiomic features at both the feature and patient levels, this 

approach seeks to capture systemic metabolic activity to overcome the limitations of localized 

tumour analysis, leverage deep learning’s automated feature extraction to enhance PD-L1 

prediction, and compare whole-body versus lung-segmented imaging to determine the most 

effective input for FCNN models. This study contributes to the growing field of AI-driven 

oncology diagnostics by demonstrating how deep learning can augment traditional radiomics 

to refine PD-L1 assessment, paving the way for non-invasive, data-driven approaches in 

immunotherapy decision-making. 

2. MATERIALS AND METHODS 

2.1.  Data Collection 

The present research utilized imaging and tissue expression data collated for an institutionally-

approved audit from 308 patients diagnosed with NSCLC who underwent 18F-FDG PET/CT 

examinations at the Nuclear Medicine Department of Castle Hill Hospital between December 

2019 and January 2023. Among these patients, 207 were classified as PD-L1-positive, while 

101 were PD-L1-negative, based on IHC analyses. All imaging data were stored in Digital 

Imaging and Communications in Medicine (DICOM) format and retrieved using Mirada DBx 

software. The scans consisted of fused PET/CT images with attenuation correction applied to 
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account for tissue photon attenuation and ensure quantitative accuracy. Each PET/CT scan 

contained over 300 axial slices, capturing cross-sectional representations of the body. For 

targeted analysis, slices numbered 120 to 260, corresponding to the thoracic region 

encompassing the lungs, were selected. These selections were validated through consultations 

with a radiologist and verified using the Mirada DBx viewer. To ensure compliance with ethical 

guidelines, all patient data was fully anonymized before analysis. The dataset exhibited an 

inherent class imbalance, with 67% of cases classified as PD-L1-positive and 33% as PD-L1-

negative. To mitigate the impact of this imbalance and improve model generalizability, the 

Synthetic Minority Oversampling Technique (SMOTE) was applied during pre-processing, 

ensuring that the dataset remained balanced for training and evaluation. 

2.2. Data Preprocessing 

DICOM images were processed using Python 3.8. Each axial slice was resized to 512 × 512 

pixels through bilinear interpolation to standardize image dimensions. Pixel intensity values 

were scaled between 0 and 1 by normalizing with the maximum intensity value of each slice. 

A Gaussian filter with a sigma value of 1 was applied using the scikit-image library to smooth 

the images. 

2.3. Lung Segmentation 

Lung regions were segmented from the PET/CT scans by selecting axial slices spanning the 

thoracic region (slices 120-260). Otsu's thresholding method, implemented via OpenCV, was 

applied to each slice to generate binary masks delineating lung tissue from surrounding 

structures. The segmentation results were reviewed and validated by a radiologist to ensure 

accuracy. 

2.4. Feature Extraction 

Radiomic features were extracted using PyRadiomics, capturing various quantitative 

descriptors, including first-order statistics, texture, and shape-based metrics. Each slice was 

processed separately to reflect heterogeneity associated with PD-L1 expression. 

Two datasets were generated: 

1. Whole-body dataset: Radiomic features from the entire PET/CT scan. 

2. Lung dataset: Features extracted solely from segmented lung regions (slices 120–260). 

 

For analysis, two approaches were applied: 

• Feature-level: Each slice’s radiomic features were treated as independent data points. 

• Patient-level: Features were aggregated by computing the mean across all slices per 

patient, creating a single feature vector per patient. 

2.5. Feature Engineering 

Feature engineering and selection were performed to optimize model performance. First, all 

extracted features were compiled into a DataFrame, with non-numeric values excluded and 
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missing data replaced with zeros. StandardScaler was then applied to normalize the feature set, 

ensuring uniformity across different scales. For the whole-body dataset at the feature level, 

Elastic Net regression with five-fold cross-validation was utilized to select the most relevant 

features. By incorporating both L1 and L2 regularization penalties, this approach helped 

mitigate overfitting, retaining only features with non-zero coefficients for model training. For 

the lung dataset and patient-level analysis, feature importance was assessed using a random 

forest classifier, as Elastic Net regression proved less effective in these contexts. Importance 

scores were calculated based on the Gini impurity criterion, and only features with a score above 

0.01 were retained for further modelling. 

2.6. Deep Learning Model Development, Training, and Evaluation 

A FCNN was implemented to predict PD-L1 expression using radiomic features. The network 

architecture  can be seen in Figure 1, and consisted of an input layer with neurons corresponding 

to the selected features, followed by two to three hidden layers with ReLU activation and 

dropout layers to reduce overfitting. The output layer contained a single neuron with sigmoid 

activation for binary classification. Model optimization was conducted in two iterations: the 

first (FCNN Model 2) involved increasing the number of hidden layers, reducing neurons per 

layer, and adjusting dropout rates, the optimizer, and batch size. The second iteration (FCNN 

Model 3) further refined dropout rates, neuron distribution, and learning rate adjustments. 

Hyperparameters were fine-tuned using RandomizedSearchCV, and the optimal configuration 

of the best-performing model is detailed in Table 1. The dataset was divided into training (80%) 

and testing (20%) subsets using stratified sampling to maintain class balance. Model 

performance was assessed using accuracy, ROC-AUC, and F1-score, while training and 

validation loss curves were examined to track convergence and detect potential overfitting. 

Model Strategy 

Parameters 

Tuned Details 

 FCNN 

1st Hyperparameter 

Tuning (FCNN 

Model 2) 

Hidden Layers, 

Dropout Rates, 

Optimizer, Epochs, 

Batch Size 

Hidden_Layers=[64, 32, 16], 

Dropout_Rates=[0.2, 0.2, 0.1], 

Optimizer=sgd, Epochs=100, 

Batch_Size=16 

2nd 

Hyperparameter 

Tuning (FCNN 

Model 3) 

Hidden Layers, 

Dropout Rates, 

Optimizer, Epochs, 

Batch Size 

Hidden_Layers=[256, 128], 

Dropout_Rates=[0.2, 0.3], 

Optimizer=rmsprop, Epochs=50, 

Batch_Size=8 

Table 1. Summary of the hyperparameters used with the different models tested. 
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Figure 1: Fully Connected Neural Network (FCNN) Base Architecture (FCNN Model 1) for Binary 

Classification of PD-L1 Expression in NSCLC Patients. 

2.6.5. Software and Libraries 

All analyses were performed in Python using libraries including Tensorflow for FCNN training, 

Scikit-learn for data processing and model evaluation, PyRadiomics for feature extraction and 

Matplotlib for visualization. 

3. RESULTS 

3.1. Lung Segmentation and Visualization 

The visualization and analysis of whole-body 18F-FDG PET/CT images using the Mirada DBx 

viewer identified slices numbered 120 to 260 as the most relevant for lung related analysis. 

These slices cover the thoracic region, where NSCLC tumours are typically located. Within this 

slice range, the lung anatomy and tumour sites were clearly visible, as demonstrated in Figure 

2. 
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Figure 2. Fused coronal view of a FDG-PET/CT image highlighting the tumour seen as an area of high uptake in 

the right upper lung region. The lung area is indicated by the arrow, showcasing the specific region where the 

tumour is located. 

3.2. Feature Extraction, Selection and Preprocessing 

A total of 98 radiomic features were extracted from PET scan data for both the whole-body 

and lung datasets. The whole-body dataset comprised 134,590 slices, while the lung dataset 

contained 43,142 slices. Aggregating features at the patient level resulted in a dataset of 307 

patients. Feature selection reduced the number of features across datasets. In the whole-body 

dataset at the feature level, Elastic Net regression with five-fold cross-validation selected 27 

features. For the lung dataset at feature-level and patient-level analyses (whole-body and 

lung), random forest feature importance identified 24 to 39 key features (Table 2). 

 

Dataset Level 

Feature Selection 

Type 

Features 

(Before 

Selection) 

Features (After 

Selection) 

Whole-body 

dataset 

Feature 

Level Elastic net 98 27 

Whole-body 

dataset 

Patient 

Level Random forest 98 36 

Lung dataset Feature Random forest 98 24 

Lung Region 

with tumor in 

high contrast. 
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Level 

Lung dataset 

Patient 

Level Random forest 98 39 

Table 2. Feature selection summary for whole-body and lung dataset 

An initial class imbalance was observed, with PD-L1-positive cases constituting 67% of the 

dataset and PD-L1-negative cases 33%. SMOTE application resulted in a balanced 50:50 

distribution of PD-L1-positive and PD-L1-negative cases. 

3.3. Model Performance (Feature-Level Analysis) 

The best-performing model at feature-level, FCNN Model 2, optimized through the first 

hyperparameter tuning, achieved the highest accuracy and ROC-AUC scores (Table 3). The 

confusion matrix (Figure 3) further illustrates the model’s predictive capability, with 8,926 

true negatives, 17,725 true positives, 12 false positives and 255 false negatives. The model 

exhibited low misclassification rates with minimal false positives and false negatives, 

indicating strong discrimination ability in PD-L1 classification. Additionally, the stable 

training and validation convergence observed (Figure 4) suggests good generalization 

performance across the dataset .
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Dataset  Model Configuration Precision Recall F1-Score Accuracy ROC-AUC 

 

Whole-

body 

dataset 

Base Model (FCNN Model 1)  0.98 0.99 0.99 0.99 0.996 

1st Hyperparameter Tuning 

(FCNN Model 2) 

0.99 0.99 0.99 0.99 0.997 

2nd Hyperparameter Tuning 

(FCNN Model 2) 

0.98 0.99 0.99 0.99 0.994 

 

 

Lung data 

Base Model (FCNN Model 1) 0.69 0.57 0.55 0.71 0.695 

1st Hyperparameter Tuning 

(FCNN Model 2) 

0.68 0.69 0.61 0.69 0.600 

2nd Hyperparameter Tuning 

(FCNN Model 2) 

0.69 0.70 0.62 0.70 0.660 

Table 3: Performance metrics for deep learning models (feature-level analysis). The best performing model (FCNN 2) is marked in bold.
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Figure 3: Confusion matrix for the best performing FCNN Model (FCNN model 2) on whole-body dataset at a 

feature level, the model achieved the highest accuracy and ROC-AUC. 

 

Figure 4: Training and validation loss curve for the FCNN Model 2 After first hyperparameter tuning at feature 

level. 
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3.4. Model Performance (Patient-Level) 

The best-performing model at patient level was the FCNN Model 2 (first hyperparameter 

tuning), achieving high classification accuracy (98%), with an ROC-AUC of 0.990 for the 

whole-body dataset (Table 4). The confusion matrix (Figure 5) confirms strong classification 

performance, with a high true positive rate and minimal misclassifications. In contrast, models 

trained on lung data demonstrated significantly lower performance. The best lung dataset model 

(FCNN Model 2) achieved an accuracy of 71% and an ROC-AUC of 0.52, highlighting the 

inferior predictive power of localized imaging (Table 4).Additionally, training and validation 

loss curves (Figure 6) indicate that the FCNN model converged effectively, with minimal 

overfitting, suggesting good generalization ability. 

 

 

Figure 5: Confusion matrix for the best performing FCNN model (FCNN model 2) on whole-body dataset at a 

patient level, the model achieved the highest accuracy and ROC-AUC. 
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Figure 6: Training and validation loss curve for the FCNN model 2 after first hyperparameter tuning at patient 

level. 

284



 

SYMCOMP 2025 

Lisbon, 10-11 April 2025 

©ECCOMAS, Portugal 

 

Dataset  Model configuration Precision Recall F1-Score Accuracy ROC-AUC 

Whole-body 

dataset 

Base Model (FCNN 

Model 1)  
0.98 0.98 0.98 0.98 0.995 

1st Hyperparameter 

Tuning (FCNN Model 

2) 

0.98 0.98 0.98 0.98 0.990 

2nd Hyperparameter 

Tuning (FCNN Model 

3) 

0.98 0.98 0.98 0.98 0.990 

Lung Data Base Model (FCNN 

Model 1) 
0.63 0.68 0.64 0.68 0.42 

1st Hyperparameter 

Tuning (FCNN Model 

2) 

0.50 0.71 0.59 0.71 0.52 

2nd Hyperparameter 

Tuning (FCNN Model 

2) 

0.59 0.65 0.61 0.65 0.64 

Table 4: Performance metrics for deep learning models (patient-level analysis). The best performing model (FCNN 2) is marked in bold
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4.0 DISCUSSION 

The emergence of PD-1/PD-L1 checkpoint inhibitors has revolutionized the treatment 

landscape for NSCLC, reinforcing the critical role of PD-L1 expression as a biomarker for 

predicting immunotherapy response. Accurate PD-L1 assessment is essential for guiding 

treatment decisions and optimizing patient outcomes [26][27]. However, conventional 

immunohistochemistry (IHC)-based PD-L1 evaluation remains invasive, prone to sampling 

bias, and limited in its ability to capture tumour heterogeneity. This study addresses these 

limitations by using radiomic features extracted from whole-body and lung PET/CT data to 

predict PD-L1 expression using both deep-learning based feature-level and patient-level 

analyses. 

The results consistently demonstrated that models trained on whole-body PET/CT data 

outperformed those trained on lung-only data across multiple evaluation metrics, including 

accuracy, precision, recall, F1-score, and ROC-AUC (Tables 3 and 4). This finding aligns with 

previous research suggesting that systemic metabolic activity provides crucial prognostic 

information beyond localized tumour imaging [28][29]. Specifically, the FCNN model, chosen 

for its universal function approximation capability and ability to model complex nonlinear 

relationships, achieved superior predictive performance on radiomic datasets. By automatically 

capturing intricate feature interactions without the need for manual selection, the FCNN 

effectively leveraged the full predictive power of radiomic data [30][31][32]. Additionally, 

advancements in interpretability techniques such as saliency maps and layer-wise relevance 

propagation further enhance the explainability of FCNN-based predictions, making them a 

valuable tool for clinical decision support [33]. 

At the feature level, our FCNN model—after its first hyperparameter tuning (FCNN Model 

2)—demonstrated exceptional performance on whole-body PET/CT data, achieving 99.1% 

accuracy and an ROC-AUC of 0.998. In contrast, when the same approach was applied to lung-

segmented data, the performance dropped markedly, with accuracy declining to 71% and the 

ROC-AUC to 0.70 (Table 3). This disparity underscores the predictive value of systemic 

metabolic activity in PD-L1 assessment and suggests that limiting analysis to localized tumor 

regions may omit critical biomarker-related variations. 

At the patient level, aggregation techniques such as mean feature aggregation improved model 

robustness and generalization. The tuned FCNN model trained on whole-body data achieved 

an impressive 98% accuracy and an ROC-AUC of 0.995, clearly outperforming previous 

studies that reported lower ROC-AUC values of 0.88 and 0.82 [21][22]. Conversely, models 

based solely on lung data demonstrated significantly poorer performance, with accuracy falling 

to 65% and the ROC-AUC decreasing to 0.64 (Table 4). These differences further emphasize 

the importance of incorporating systemic metabolic information for accurate PD-L1 prediction. 

A recent study focusing solely on lung-segmented PET/CT data reported an ROC-AUC of 0.82 

for PD-L1 classification [35], which contrasts sharply with the 0.99 ROC-AUC achieved by 

our whole-body imaging approach. This clear disparity in predictive power demonstrates the 

enhanced benefits of integrating systemic metabolic information. Furthermore, while previous 
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deep learning studies based exclusively on tumor regions have reported ROC-AUC values 

ranging from 0.82 to 0.95 [36][37], our findings suggest that PD-L1 expression is influenced 

by broader metabolic activity beyond the tumor site. Together, these comparisons reinforce the 

need for a holistic radiomic assessment in NSCLC rather than relying solely on localized tumor 

imaging. 

While this study demonstrates the predictive superiority of whole-body radiomics in PD-L1 

assessment, several limitations must be acknowledged. First, the dataset used in this study was 

derived from a single institution, which may limit the generalizability of findings across diverse 

populations. Future research should validate these results using multi-centre datasets with a 

larger sample size. Additionally, although the FCNN model achieved high predictive 

performance, external validation on independent cohorts is necessary to confirm its clinical 

applicability. Lastly, while this study focused on PD-L1 prediction, future work should explore 

the potential of whole-body radiomics for assessing additional biomarkers and treatment 

response across a broader range of cancers. 

Overall, these findings confirm that incorporating whole-body metabolic data into radiomic 

analyses significantly enhances PD-L1 prediction accuracy, surpassing traditional localized 

imaging approaches. By leveraging deep learning for automated feature extraction and systemic 

metabolic integration, this study contributes to the advancement of AI-driven oncology 

diagnostics. If validated in larger, multi-institutional cohorts, this approach could transform 

biomarker-based decision-making in NSCLC, leading to more precise and personalized 

immunotherapy strategies. 

5.0 CONCLUSION 

This study demonstrates that whole-body [18F]FDG PET/CT imaging, when analysed using 

deep learning models, significantly outperforms lung-only imaging in predicting PD-L1 

expression in NSCLC patients. The superior performance of whole-body imaging models 

highlights the critical role of systemic metabolic activity in PD-L1 expression and 

immunotherapy response. 

By outperforming prior studies that relied solely on localized tumor regions, this research 

reinforces the clinical value of a holistic imaging approach, which could improve patient 

stratification for immunotherapy. Incorporating whole-body radiomic analysis into routine 

clinical workflows may enhance personalized treatment strategies, leading to better therapeutic 

outcomes for NSCLC patients. 

However, before this approach can be widely adopted in clinical practice, further validation 

with larger and more diverse patient cohorts is essential. Future research should integrate 

whole-body imaging with genomic and clinical data to enhance model accuracy and refine 

personalized treatment strategies. Such multi-modal strategies have the potential to 

revolutionize personalized oncology, improving treatment outcomes and guiding more 

effective immunotherapy decisions in NSCLC. 
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Abstract The Posterior Malleolus, a key structure in the ankle joint, plays an essential 

role in maintaining joint stability and load distribution. Fractures of the Posterior 

Malleolus are often complex and typically result from rotational injuries, such as those 

sustained during high-impact activities or accidents. Due to the variability in fracture 

patterns and associated soft tissue damage, determining the optimal treatment approach 

is not consensual within the medical community. While some cases can be managed 

conservatively, others require surgical intervention to restore joint congruency and 
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prevent long-term complications such as post-traumatic arthritis. 

Given the challenges in establishing a standardized treatment protocol, this study aims to 

create a Finite Element model of the Posterior Malleolus that allows for the simulation of 

various surgical techniques and fixation methods. By evaluating different treatment 

approaches, their biomechanical and clinical outcomes may be better understanded and 

different strategies that optimize fracture healing, enhance joint function, and minimize 

complications may be identified.  
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Abstract. We demonstrate how certified computational tools can be used to address var-
ious problems in control theory. In particular, we introduce PACE.jl, a Julia package
that implements symbolic elimination techniques, including (among others) discriminant
varieties and Rational Univariate Representation, while also supporting multi-precision
interval computations. We showcase its applications to key control theory problems, in-
cluding identification, stability analysis, and optimization, for both parameter-dependent
and parameter-free systems.
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Abstract. Operator theory has many applications in several main scientific research
areas such as structural mechanics, aeronautics, quantum mechanics, probability theory,
electrical engineering, among others. Factorization theory is closely related to the compu-
tation of singular integrals. Some progress has been achieved for some classes of functions
whose properties allow the use of a particular strategy in the study of the factorization
problem, but there is no general method for obtaining a factorization for a given function.
In our work, we design and develop operator theory algorithms. By implementing these
algorithms on a computer, using the numeric and symbolic computation capabilities of the
Wolfram Mathematica computer algebra system, new tools are created, making the results
of lengthy and complex calculations available in a simple way to researchers of different
areas. The main goal of this talk is to present new rational factorization algorithms, which
have applications in the study of the invertibility of singular integral operators and in the
computation of the kernel of certain classes of operators. Several nontrivial examples
computed with the algorithms are presented.
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1 INTRODUCTION

The factorization theory of matrix functions has a rich history dating back to Plemelj’s
work in 1908. It has been developed to solve problems arising from various fields in math-
ematics and physics. Currently, the theory has a wide range of applications, including
the study of Riemann-Hilbert boundary value problems, Fredholm theory of singular inte-
gral operators, and non-linear and linear differential equations, diffraction of acoustic and
electromagnetic waves, scattering theory, inverse scattering theory, and some branches of
probability theory [1, 2, 3, 4, 5, 6, 7, 8]. For some classes of functions there has been some
progress by the use of specific strategies to study the factorization problem, but there is
no general and explicit method to find a factorization for a given function. Additionally,
existing algorithms only demonstrate that some factorization is possible, but they are not
suitable for computer implementation [9, 10]. Regarding partial indices, some advances
have been made, but the methods are difficult to apply and not designed for computer
implementation, even in the rational case [11, 12, 13]. Most of the explicit analytical
factorization methods rely on finding the roots of scalar functions. Therefore, in many
real-world applications, numerical analysis of such methods is unavoidable. However, the
numerical approach to factorization theory is very challenging due to many instability
issues, such as those affecting the factorization indices [5]. For this reason, the develop-
ment of new analytical methods, even if only for some special classes of functions, remains
crucial for the progress of this theory.
On the other hand, computer algebra systems (CAS) with extensive capabilities of nu-
meric and symbolic computation have become accessible to the general public. These
applications enable computers to perform all or a significant part of the symbolic and
numeric calculations present in many mathematical algorithms. The authors use the
computer algebra system Wolfram Mathematica to implement analytical operator theory
algorithms. In [14], it is presented an algorithm that factorize special classes of rational
and non-rational matrix functions. These classes are closely related to the solution of the
non-linear Schrödinger equation, the generalized Riemann-Hilbert problem, and the study
of singular operators that can be represented as a product of Hankel operators [4, 6, 8].
It is shown that for these special classes of matrix functions, a factorization can be ob-
tained using the solutions of two non-homogeneous integral equations. The algorithm
was implemented using the Wolfram Mathematica, and computes explicit factorizations
for those classes of matrix functions using an inner-outer factorization of a component of
a factorable matrix function. Regarding computer implementation, complete and explicit
rational factorization algorithms (for both scalar and matrix cases) can be found in [15].
However, the algorithms assumes that the given rational function, defined on the unit
circle, is factorable and that its zeros and poles are known to the user. Using algorithms
described in the [16], which enable the identification of polynomial roots and their loca-
tion relative to the unit circle, several improvements have been made to the design and
implementation of complete factorization algorithms for scalar rational functions, defined
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in the unit circle. This article presents an enhanced and highly efficient version of the
scalar factorization algorithm described in [15], known as the [ARFact]2.0 algorithm. This
algorithm determines whether a rational function defined on the unit circle is factorable
and, if so, identifies its factorization index, even for polynomials of the fifth degree or
higher. Designed with the Root object concept of the Wolfram Mathematica computer
algebra system (to represent solutions of one-variable algebraic equations), [ARFact]2.0
also provides the explicit factors of a rational factorization. This improved version was
made possible by the development of the [ASPPlusPMinus] algorithm [16], which calcu-
lates the projections associated with the Cauchy-type singular integral defined on the unit
circle. The article also presents the new [AInnerOuterFact] algorithm, which determines
whether a rational function is analytic inside the unit circle and, if so, provides an ex-
plicit inner-outer factorization. This can be used to enhance algorithms such as the one
described in [14]. The outputs from these algorithms can be used to create or improve
various other operator theory algorithms.
The paper is organized as follows: Section 2 covers fundamental concepts related to ratio-
nal function factorization and the Cauchy-type singular integral operators used. It also
provides a brief description of the operator theory algorithms [AZeros] and [APoles], which
compute the zeros and poles of a rational function and determine their location relative
to the unit circle [16] . Section 3 introduces the new [ARFact]2.0 and [AInnerOuterFact]
algorithms, which integrate the [AZeros] and [APoles] algorithms. The final section offers
some concluding remarks.

2 FUNDAMENTAL NOTATIONS, CONCEPTS AND AUXILIARY AL-
GORITHMS

This section contains the fundamental notations and concepts related to the new operator
theory algorithms presented in subsections 3.1 and 3.2. It also provides a brief description
of the auxiliar operator theory algorithms [AZeros] and [APoles].

2.1 Singular integral Operator with Cauchy kernel

Let T represent the unit circle in the complex plane. Define T+ as the open unit disk and
T− as the exterior region of the unit circle (∞ included). Let R(T) denote the algebra
of rational functions without poles on T and let R±(T) be the subsets of R(T) whose
elements have no poles in T±, respectively.
It is well known that the singular integral operator with Cauchy kernel, ST, defined almost
everywhere on T, by

STφ(t) =
1

πi

∫

T

φ(τ)

τ − t
dτ, t ∈ T, (1)

where the integral is understood in the sense of its principal value, is a bounded linear
operator in the Lebesgue space L2(T). In addition, ST is an unitary and selfadjoint
operator in L2(T). Thus, we can associate with ST the two complementary Cauchy
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projection operators
P± = (I ± ST)/2, (2)

where I represents the identity operator.
The projection operators (2) allow us to decompose the algebra R(T) in the topological
direct sum

R(T) = R+(T)⊕R0
−(T), (3)

where R+(T) = P+R(T) and R0
−(T) = P−R(T). We also have R−(T) = R0

−(T)⊕ C.

2.2 Rational function factorization

This subsection is dedicated to factorization concepts applied to rational functions r,
from the traditional (for r ∈ R(T)) and the inner-outer decomposition perspectives (for
r ∈ R+(T)).
The success of obtaining a factorization of a rational function r, defined in the unit circle,
depends on the possibility of finding zeros and poles by solving polynomial equations. Ad-
ditionally, it is crucial to determine their locations relative to the curve where the function
is defined. This task becomes particularly challenging when dealing with polynomials of
the fifth degree or higher.

2.2.1 Scalar rational factorization

In this subsubsection it is considered the traditional rational factorization concept.

Definition 1 Let r ∈ R(T). A decomposition

r(t) = r+(t)t
κr−(t), (4)

where r+, 1/r+ ∈ R+(T), r−, 1/r− ∈ R−(T), and κ ∈ Z, is called a scalar rational
factorization of the function r with respect to the curve T. κ is called the factorization
index of the rational function r.

The integer κ is uniquely determined by the function r.
If κ = 0, then r is said to admit a scalar rational canonical factorization.
Any function r ∈ R(T), without zeros in T, admits scalar rational factorizations with
respect to the curve T.

2.2.2 Inner-outer rational factorization

In this subsubsection it is considered another factorization concept, applied to rational
functions without poles in the unit disk.
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Definition 2 Let r ∈ R+(T). A decomposition

r(t) = θ(t)out(t), (5)

where θ(t) is an inner function and out(t) is an outer function, is called an inner-outer
rational factorization of the function r with respect to the curve T.

Obviously, in the rational case, θ is a Blaschke product and out(t) does not have zeros in
T ∪ T+.
Any function r ∈ R+(T), without zeros in T, admits an inner-outer rational factorization
with respect to the curve T.

2.3 [AZeros] and [APoles] algorithms

This subsection is dedicated to a brief description of the [AZeros] and [APoles] algorithms,
designed and implemented by the authors [16]. Even in cases when polynomials of the
fifth degree or higher are considered, the symbolic and numeric capabilities of Wolfram
Mathematica1 allow us to determine the zeros and the poles of a scalar rational function,
and to identify their location relative to T, T+, and T−.
Furthermore, the [AZeros] and [APoles] algorithms were created to be used as part of
other more complex operator theory algorithms and to explore a list of values entered by
the user. These algorithms can also be used independently through a nb format file where
a rational function is input and the Mathematica’s Solve command is used.

3 NEW OPERATOR THEORY ALGORITHMS

This section is dedicated to the description of new operator theory algorithms.
Subsection 3.1 is dedicated to the improved version of the scalar rational function fac-
torization algorithm presented in [15], the [ARFact]2.0 algorithm. The [AInnerOuterFact]
algorithm described in Subsection 3.2, after validating the inserted rational function,
gives an inner-outer factorization through an output of a Blaschke product and a rational
function without zeros and poles in T+.

3.1 [ARFact]2.0 Algorithm

This subsection is dedicated to the formal description of the [ARFact]2.0 algorithm, which
analyzes the factorability of a given rational function and calculates a scalar factorization2

1Mathematica uses the Root object concept to represent the solutions of a polynomial equation.
2 z±i (i = 1, · · · ,m±) denote all the zeros of the function r in T± (with regard to their multiplicities);

p±j (j = 1, · · · , n±) denote all the poles of the function r in T± (with regard to their multiplicities).
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(4) for the given factorable rational functions

r+(t) = λ

m−∏

i=1

(t− z−i )

n−∏

j=1

(t− p−j )

, r−(t) =

m+∏

i=1

(1− t−1z+i )

n+∏

j=1

(1− t−1p+j )

, κ = m+ − n+, λ ∈ C. (6)

The algorithm allows two input options for the rational function (Figure 1).

Figure 1: Part of the code structure of the [ARFact]2.0 algorithm responsible for the input options for
the rational function r.

If Option 1 is chosen, a new box appears for entering the rational function. If Option 2 is
chosen, new boxes appear for indicating the constant λ and the existing number of zeros
and poles (with reference to the multiplicity of each element).
With the integration of the [AZeros] and the [APoles] algorithms (Figure 2), it is possible
to validate the input rational function r. Incorrect outputs that could occur with the
algorithm presented in [15] (since, in that case, the responsibility for entering a valid
factorable function falls on the user) are no longer possible to happen in this improved
version.

Figure 2: Part of the code structure of the [ARFact]2.0 algorithm responsible for the integration of the
[AZeros] and [APoles] algorithms, to validate the input rational function r.

The computation of the index of r and the factors r+ and r− of a factorization (4) is
always possible using data obtained with algorithms applied to specific expressions.
Figure 3 contains the flowchart of the [ARFact]2.0 algorithm.
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Figure 3: Flowchart of the [ARFact]2.0 algorithm.

3.2 [AInnerOuterFact] Algorithm

This subsection is dedicated to the description of the [AInnerOuterFact] algorithm, which
analyzes the factorability of a given rational function and computes an explicit inner-outer
factorization (5) for the given factorable rational function r ∈ R+(T), where3

θ(t) = tq
m∏

k=1

|zk|
zk

zk − t

1− zkt
(7)

and

out(t) =
r(t)

θ(t)
. (8)

3zk (k = 1, · · · ,m) denote all the zeros of r in T+.
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This algorithm also allows two input options for the rational function r (Figure 4).

Figure 4: Part of the code structure of the [AInnerOuterFact] algorithm responsible for the input options
for the rational function r.

The [AInnerOuterFact] algorithm uses [AZeros] and the [APoles] algorithms to validate
the input rational function r (Figure 5).

Figure 5: Part of the code structure of the [AInnerOuterFact] algorithm responsible for the integration
of the [AZeros] and [APoles] algorithms, to validate the input rational function r.

The computation of the factors θ and out, for a factorization (5) result from the imple-
mentation of the formula (Figure 6).

Figure 6: Part of the code structure of the [AInnerOuterFact] algorithm responsible for the computation
of the factors θ and out.

Figure 7 contains the flowchart of the [AInnerOuterFact] algorithm.

4 FINAL REMARKS

The design and implementation of analytical operator theory algorithms can constitute a
very interesting line of research.
The authors believe that the methods described in this article can be extended to other
operator theory problems, at least in the rational case.
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Figure 7: Flowchart of the [AInnerOuterFact] algorithm.
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1 INTRODUCTION

Complex phenomena that occur in many scientific areas are often studied using mathemat-
ical models. These models can be divided into two groups, linear and nonlinear. Linear
models are widely used, and their mathematical foundations are easier to understand. The
exponential model is found among the nonlinear models, and it is one of the most applied
models in scientific studies. The range of scientific applications of this model ranges from
health sciences, when exploring the growth of COVID-19 cases, [Kasilingam et al., 2021],
to biology, modeling the growth of bacteria count data, [Rumpf, 2021], and economics, to
study firm capital structure,[Ramalho et al., 2018], ...
To estimate the unknown parameters of a mathematical model, such as the exponential
model, it is common to fit the parameterized model to the collected data. This procedure
consists in taking the sum of squared errors between the measured and fitted values
as an objective function and applying numerical optimization algorithms ([Björck, 1996];
[Nocedal and Wright, 2006]) to obtain approximations for the unknown parameters of the
model, such that the objective function is minimized and the estimates of the parameters
are as close as possible to the true values.
The LM method is a widely used optimization algorithm for solving nonlinear least-
squares problems. It is particularly effective in scenarios where models need to be fitted
to empirical data, such as parameter estimation in exponential models. The method is
an adaptive approach that combines the advantages of both the GN method and gradient
descent, making it well-suited for problems where the Jacobian matrix is ill-conditioned
or nearly singular, leading to numerical instability. Regularization techniques, such as the
LM method, help mitigate these issues by introducing adaptive damping parameters to
balance between rapid convergence and numerical robustness.
In this work, we explore the application of these two methods, GN and LM, using im-
plemented code in Python and the nls() function available in statistical software.
One of the main purposes of this work is to understand how these methods behave in
terms of convergence when using initial approximations far from the real estimates of the
parameters of the model.
This paper is structured as follows: Section 2 covers the theoretical analysis related to
nonlinear least-squares regression problems and the derivation of numerical algorithms
to solve this kind of problems; Some of the numerical results obtained are presented in
Section 3; Section 4 is used to draw some final remarks.

2 THEORETICAL ANALYSIS

2.1 Nonlinear least-squares problem

The main goal in a least-squares problem is to minimize the Euclidean norm of the
residual. The residual function r depends on the n parameters to estimate and has m
components, generally m is much larger than n.
If the model to fit is linear on the dependent variable, we will get a linear least-squares
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problem whose solution can be easily obtained using the normal equations or the QR
decomposition.
The nonlinear least-squares problem arises most commonly from data-fitting applications,
when we attempt to fit the data (xi, yi), i = 1, . . . ,m, with a mathematical model ϕ(β;x)
that is nonlinear in β. In such cases, each component of the residual function is given by

ri(β) = ϕ(β;xi)− yi, i = 1, . . . ,m, (1)

and the nonlinear least-squares problem consists of choosing β so that the fit is as close
as possible in the sense that the sum of the squares of the residuals is minimized, which
is equivalent to minimize the objective function:

f (β;x, y) ≡ f (β) =
1

2
∥r(β)∥2 = 1

2
r(β)T r(β). (2)

The sum-of-squares measure for data fitting is justified by statistical considerations and
the problem can be stated as follows:

min
β∈Rn

f(β) = min
β∈Rn

1

2

m∑

i=1

(ϕ (β, xi)− yi)
2 . (3)

Taking the first derivative of the objective function presented in (2) we get:

∇f =
m∑

i=1

ri · ∇ri = JT r (4)

where J ∈ Rm×n is the Jacobian matrix with Jij = J(β)ij =
∂ri
∂βj

(β).

Analogously, the second derivative is given by:

∇2f =
m∑

i=1

(
∇ri · ∇rTi + ri · ∇2ri

)

=
m∑

i=1

(
∇ri · ∇rTi

)
+

m∑

i=1

(
ri · ∇2ri

)

= JTJ + S, (5)

where S denotes the second order terms in ∇2f . Therefore, taking the second order
approximation from Taylor series expansion around βc we get:

f (βc + h) ≈ f (βc) +∇f (βc)
T h+

1

2
hT∇2f (βc)h

≈ 1

2
r (βc)

T r (βc) + r (βc)
T J (βc)h+

1

2
hT
(
J (βc)

T J (βc) + S (βc)
)
h (6)
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where h = β − βc. Applying the idea that underlies Newton’s method derivation we get
the iterative scheme:

β(k+1) = β(k) −
(
JT
k Jk + Sk

)−1
JT
k r

(k). (7)

where Jk = J
(
β(k)

)
, Sk = S

(
β(k)

)
and r(k) = r

(
β(k)

)
. The derivations of GN ([Björck, 1996];

[Nocedal and Wright, 2006]) and LM ([Levenberg, 1944]; [Marquardt, 1963]; [Björck, 1996];
[Nocedal and Wright, 2006]) algorithms are based in equation (7).

2.2 Exponential fitting model

A common application of nonlinear least squares is the fitting of an exponential model of
the form:

yi = β0e
β1xi + ϵi, (8)

where β0 and β1 are the parameters to be estimated and ϵi are the errors which are
assumed to be i.i.d. normal with constant variance. Given a set of data points (xi, yi),
i = 1, 2, . . . ,m, with m > 2, due to the nature of the problem, the residuals can be defined
by:

ri = β0e
β1xi − yi, i = 1, 2, . . . ,m. (9)

From (9) we can obtain the Jacobian matrix of the residual function, J , whose entries are
defined by the first-order derivatives of the residuals with respect to the parameters:

J (β) ≡ J =




∂r1
∂β0

∂r1
∂β1

∂r2
∂β0

∂r2
∂β1

...
...

∂rm
∂β0

∂rm
∂β1




=




eβ1x1 β0x1e
β1x1

eβ1x2 β0x2e
β1x2

...
...

eβ1xm β0xme
β1xm



. (10)

Attending that the objective function f (β) is a continuous function that depends on
parameters β0 and β1, the estimates for theses parameters should satisfy the following
conditions when the objective function reaches its minimum:

∇f (β) = 0⇔





∂f

∂β0

= 0,

∂f

∂β1

= 0

⇔





m∑
i=1

(
β0e

β1xi − yi
)
eβ1xi = 0,

m∑
i=1

β0xi

(
β0e

β1xi − yi
)
eβ1xi = 0.

(11)
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Since we cannot solve the system (11) to obtain analytical expressions for β0 and β1,
we have to apply numerical optimization algorithms to find a numerical approximation
to the solution of this problem. When the convergence conditions are verified, these
algorithms generate a sequence that converges to the solution of (11). Among the most
common optimization algorithms applied to solve this problem we find the steepest descent
method, GN method and LM method.
In the steepest descent method, the objective function is iteratively minimized by updating
the estimates of the parameters in the direction opposite to the gradient of the objective
function, that is,

β(k+1) = β(k) − λk∇f (k), i = 0, 1, . . . , (12)

where λk > 0 is the step factor and ∇f (k) is the gradient of the objective function f
evaluated at β(k).
The GN method consists of a modification of Newton’s method for minimizing the sum
of squared residuals. One of the main advantages of using the GN method is that the
second derivatives of the objective function, which can be challenging to compute, are
not required, since the Hessian matrix of the objective function in (5) is approximated by
JTJ . Applying this strategy, the iteration is given by:

β(k+1) = β(k) + pk (13)

where pk is the solution of the system of linear equations

JT
k Jkpk = −JT

k r
(k), (14)

where Jk and r(k) are the Jacobian matrix of the residual function and the residual function

evaluated in β(k), respectively, and β(k) =
(
β
(k)
0 , β

(k)
1

)
is the numerical approximation for

the estimates.
The LM method combines the steepest descent method with the GN method and is widely
applied in many nonlinear minimization problems. This algorithm behaves like a steepest
descent method and increases the step factor when the estimates fall far from their true
values. When the objective function is reduced, the step factor is decreased and the
method behaves like the GN method. Therefore, the LM method modifies the GN update
rule by introducing a damping parameter λk:

(JT
k Jk + λkI)pk = −JT

k r
(k), (15)

where pk is the update step and I is the identity matrix. The damping parameter λk

controls the transition between GN (for small λk) and gradient descent (for large λk). It
is dynamically adjusted to ensure adequate descent and improve convergence stability.
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3 NUMERICAL RESULTS

In this section we will see how to apply the methods, GN and LM, to solve nonlinear
regression problems, more precisely, exponential regression problems. When a multiplica-
tive change characterizes the relationship between the explanatory and response variables,
it means that we will have exponential growth or exponential decay, and the best model
to fit the data is the exponential model.
One of the goals of the least squares problems is to find the best model function ϕ for
the observations (xi, yi), i = 1, 2, . . . ,m. Therefore, residuals will represent the difference
between the values observed for the dependent variable and the correspondent predicted

values, ŷi = ϕ
(
β̂, xi

)
,

ri = yi − ŷi, i = 1, 2, . . . ,m, (16)

where β̂ =
(
β̂0, β̂1, . . . , β̂n

)
, n < m, are the estimates of the parameters. Estimates for

the parameters of the mathematical model are achieved by minimizing the sum of squares
residuals (SSR), defined in (3), which is a special case of an unconstrained optimization
problem that requires the use of specific algorithms, such as GN or LM. Since both
algorithms are iterative, we need to define a stopping criterion to end the iterative process.
Usually two stopping conditions are combined, one for the maximum number of iterations
to be performed and another related to the convergence of the sequence generated by the
method being used. A widely used stopping criterion for iterative optimization methods
is based on the gradient norm of the objective function, ∥∇f (β) ∥ ≡ ∥∇f∥. Attending
to the result presented in (4), the iteration process ends when the Euclidean norm of the
gradient of the objective function falls below a predefined tolerance δ, ensuring that the
solution is sufficiently accurate,

∥JT r∥ < δ. (17)

This criterion ensures that the optimization process stops when the residuals cannot be
significantly reduced, indicating convergence to a local minimum.
The example that folows uses data observed for milk demand (price and sales) and it will
be solved using the code implemented for GN and LM methods, as well as with the nls()
function available in software [R Core Team, 2025].

3.1 Milk demand

In this example, we use a dataset that describes the milk demand1. This dataset was ob-
tained in a ”stated preference” study, which is intended to measure someone’s willingness
to pay for a good or service. This study is based on the idea of giving the participants
a hypothetical grocery budget, such as a menu of goods with their respective prices, and
then asking them to allocate their budget as they wish. By manipulating menu prices, it

1Data set from https://bookdown.org/jgscott/DSGI/
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is possible to analyze people’s sensitivity to buying goods at various prices. The data col-
lected consists of 116 observations describing the relationship between the price of milk on
the menu (price) and the number of participants willing to buy milk at that price (sales).
A graphical representation of this data is in figure 1. According to the graph,
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Figure 1: Milk demand observations.

is evident that people are less willing to buy milk when prices are higher. The idea is to
fit a model to this data, and in this case, the chosen is the exponential regression model.
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Figure 2: First iterations obtained with Gauss-Newton.
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k β
(k)
0 β

(k)
1 f

(
β(k);x, y

) ∥β(k+1) − β(k)∥
∥β(k+1)∥ ∥∇f

(
β(k);x, y

)
∥

0 50.0 -0.5 16369.504 0.689 44300.0

1 161.00382 -0.96925715 12678.118 0.209 43700.0

2 203.44808 -0.68683065 6405.2700 0.0537 61600.0

3 193.07701 -0.75318498 3709.1803 0.0397 5220.0

4 201.06064 -0.78238895 3669.1529 0.0131 144.0

5 203.7311 0 -0.78844924 3668.3376 0.00235 25.5

6 204.21179 -0.7895287 3668.3119 0.000406 6.62

7 204.29464 -0.78971976 3668.3111 7.13e-05 1.24

8 204.30921 -0.78975354 3668.3111 1.26e-05 0.221

9 204.31179 -0.78975951 3668.3111 2.23e-06 0.0391

10 204.31224 -0.78976057 3668.3111 — 0.00692

Table 1: Results obtained with implemented code for GN method applied to milk demand data set.

Figure 2 shows the data collected, the initial guess used to apply the GN method, and
the results returned for the first and second iterations. This gives us a graphical insight
into the idea of how convergence is processed when using this method.
The nls() function with the initial guess

β(0) =
(
β
(0)
0 , β

(0)
1

)
= (50,−0.5) (18)

and setting the tolerance to 0.5 × 10−1 for the Euclidean norm of the gradient of f , the
results obtained are presented in table 1.
Next, we use the nls() function available in software to estimate the parameters of
the exponential model. The output is presented below, and it corroborates the results
achieved with our code.

Nonlinear regression model

model: sales ~ beta0 * exp(beta1 * price)

data: parent.frame()

beta0 beta1

204.3118 -0.7898

residual sum-of-squares: 7337

Number of iterations to convergence: 9

Achieved convergence tolerance: 2.364e-06
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From this output (or from table 1) we obtain the following mathematical expression of
the estimated exponential model:

ŷSalesi = 204.312e−0.7898Pricei , i = 1, . . . , 116. (19)

Next, we apply LM method to solve the same problem using gsl_nls() function available
in gslnls package in software.

iter 1: ssr = 28871.4, par = (50.0126, -0.152326)

iter 2: ssr = 18370.6, par = (50.0304, -0.254971)

iter 3: ssr = 18232.8, par = (50.0782, -0.271097)

iter 4: ssr = 18197.9, par = (50.2052, -0.271162)

iter 5: ssr = 18095.6, par = (50.5840, -0.273709)

iter 6: ssr = 17801.4, par = (51.6954, -0.280943)

iter 7: ssr = 17020.2, par = (54.8253, -0.300889)

iter 8: ssr = 15311.5, par = (62.7797, -0.348652)

iter 9: ssr = 12704.8, par = (79.3688, -0.435222)

iter 10: ssr = 10306.8, par = (102.892, -0.52939)

iter 11: ssr = 8612.71, par = (131.630, -0.620521)

iter 12: ssr = 7690.65, par = (163.170, -0.703107)

iter 13: ssr = 7386.73, par = (187.751, -0.756493)

iter 14: ssr = 7339.82, par = (199.827, -0.780482)

iter 15: ssr = 7336.75, par = (203.403, -0.787752)

iter 16: ssr = 7336.63, par = (204.146, -0.789379)

iter 17: ssr = 7336.62, par = (204.282, -0.789692)

iter 18: ssr = 7336.62, par = (204.307, -0.789748)

iter 19: ssr = 7336.62, par = (204.311, -0.789759)

iter 20: ssr = 7336.62, par = (204.312, -0.78976)

iter 21: ssr = 7336.62, par = (204.312, -0.789761)

iter 22: ssr = 7336.62, par = (204.312, -0.789761)

iter 23: ssr = 7336.62, par = (204.312, -0.789761)

iter 24: ssr = 7336.62, par = (204.312, -0.789761)

*******************

summary from method ’multifit/levenberg-marquardt’

number of iterations: 24

initial ssr: 32739

final ssr: 7336.62

ssr/dof: 64.3563

ssr achieved tolerance: -9.09495e-13

function evaluations: 78

jacobian evaluations: 0

fvv evaluations: 0
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status: success

*******************

Nonlinear regression model

model: y ~ beta0 * (exp(beta1 * x))

data: milk

beta0 beta1

204.3123 -0.7898

residual sum-of-squares: 7337

Algorithm: multifit/levenberg-marquardt, (scaling: levenberg, solver: qr)

Number of iterations to convergence: 24

Achieved convergence tolerance: -9.095e-13

The results obtained show that in an initially stage the algorithm converges slowly, this
is because the damping factor tends to be large to ensure convergence, i.e. the algorithm
behaves like the steepest descent method. This happens because we are starting with an
initial approximation that lies far from the solution of the system (11). As approximations
become closer to the limit, the damping factor tends to be smaller, close to zero, and the
algorithm starts to behave like GN method, converging faster to the limit.
Figure 3 shows the data points, the initial guess, and the first two iterations obtained
with this method.
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Figure 3: First iterations obtained with Levenberg-Marquardt.
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4 FINAL REMARKS

In Numerical Analysis, some algorithms were developed to find a solution to linear least
squares problems. However, although linear regression models generally present good
results in most practical applications, there are situations where considering a nonlinear
model is more appropriate. This preliminary study relies on the knowledge acquired in
Numerical Analysis, where finding a computational solution in some complex situations is
possible. In this context, Numerical Optimization provides a set of algorithms that can be
applied to solve nonlinear regression problems, such as the GN and LM methods, which
were implemented and used in the statistical software through nls() and gsl_nls()

functions. Both tools were applied to obtain estimates of parameters in exponential
regression problems.
The global convergence of the LM method is ensured under mild conditions and exhibits
local superlinear convergence when residuals are small. Compared to other methods such
as the GN method, this method provides a more stable and computationally efficient
framework for solving linear least-squares problems, particularly in the cases of overde-
termined systems or high-dimensional parameter spaces.
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Abstract Solar radiation is a significant factor in the heat gains of buildings, directly 

affecting indoor comfort and increasing the demand for air conditioning systems, and 

consequently, energy consumption. The present work aims at computationally modelling 

incident solar radiation, allowing its integration into the calculation of thermal loads in 

buildings. The adopted methodology considers three main components: the sun position, the 

radiation intensity and the characteristics of the surfaces exposed to this radiation. The sun 

position is determined based on latitude, longitude, date, and local time. Radiation intensity is 

estimated according to the sun position on a given day and time of analysis. The radiation 

model was developed and implemented in Python and validated by comparing its results with 

those of a commercial reference program. The results showed differences of less than 0.1% in 

the maximum annual analysis and a maximum deviation of 4.9% during hours of increased 

irradiance variation. The annual analysis, considering a building located in Lisbon, revealed 

that the maximum irradiance on North-facing surface occurred in June (219 W/m²), while the 

maximum for the East and West surfaces was verified in April (812 W/m²). The maximum 

irradiance on the South-facing surface was observed in January (913 W/m²). The hourly 

analysis on the day of maximum thermal load showed that the highest irradiance was verified 

on the East-facing surface (747.8 W/m² at 8 a.m.), followed by West-facing surface (744.7 

W/m² at 4 p.m.) and the South-facing surface (734.5 W/m² at 12 p.m.), with the lowest 

irradiance observed on the North-facing surface (117.9 W/m²). The model was evaluated for 

various locations, demonstrating that latitude variation influence both the maximum 

irradiance and the duration of solar exposure, with these factors depending on the specific 

period of the year. The variation in longitude resulted in a time shift in the irradiance profile 

throughout the day. 

DOI:10.5281/zenodo.15161263
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1. INTRODUCTION 

Thermal loads in buildings refer to the heat exchange between the indoor and outdoor 

environments, leading to variations in indoor temperature and humidity. These variations can 

significantly impact indoor environmental conditions, potentially requiring the 

implementation of air conditioning systems to ensure thermal comfort. The thermal loads of a 

building originate from both external and internal sources. External thermal loads are 

influenced by climatic conditions and the thermal properties of the building envelope, 

including walls, roofs, windows, among others. Internal thermal loads, on the other hand, are 

the result from activities within the building and are primarily associated with occupancy, 

equipment and artificial lighting. The heat transfer by conduction and convection is highly 

dependent on climatic conditions, particularly external temperature. When an indoor space is 

directly exposed to the exterior, radiative heat transfer must also be considered, taking into 

account incident solar radiation on external elements such as external walls, roof and 

windows. 

Solar radiation is defined as the energy emitted by the sun in the form of electromagnetic 

waves. This radiation constitutes a mode of heat transfer that occurs whenever a body has a 

temperature above absolute zero (0 K). Unlike other heat transfer mechanisms, such as 

conduction or convection, energy transfer via electromagnetic waves does not require the 

presence of a material medium. 

In the study shown by An et al., (2020) [1], methods used in building energy modelling 

programs for direct incident solar radiation calculations are first analysed and an improved 

method is proposed. The algorithm assumes that the solar irradiance changes linearly within a 

1-h period and can be estimated based on the solar irradiance at the half clock and slope. The 

collected direct normal solar irradiance data from various stations in China were used to 

evaluate the performance of proposed method and compare the results with those from three 

conventional methods used in building energy modelling programs. The results of the 

estimated direct incident solar radiation show that the proposed method achieves the best 

accuracy, followed by the methods used in DOE 2, EnergyPlus, and DeST. The proposed 

method obtains more accurate results when using the middle point of every timestep and by 

applying a shorter timestep, which can be adopted in current building energy modelling 

programs to improve the accuracy of a simulated building performance and photovoltaic 

energy production. 

A new methodology of calculation of the direct, diffuse and reflected incident solar radiation, 

was developed in all type of surfaces [2]. This methodology is applicable in problems related 

to solar access (space heating in buildings, shadowing of open spaces), solar gains (space 

cooling in buildings), and daylighting. The proposed methodology is based on a method of 

characterization that can take into account the surfaces that can block or reflect the solar 

radiation toward the building. The proposed methodology contemplates the complete process, 

beginning with how to characterize surfaces and volumes, and finishing with the calculation 

of all the components of the incident solar radiation on an external surface. The quantitative 

characterization of the phenomenon has been carried out on a real case, and a new concept has 
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been defined: the modified albedo. With the help of this parameter, it has been possible to 

compare the solution given by a simplified model, and the one obtained from the proposed 

methodology.  

The main contribution of the research presented by Marino et al., (2018) [3] is the 

development of a new methodology to obtain the external surface temperature of walls, 

considering diurnal variations of the external environment temperature. The theoretical 

calculation of the surface temperature requires knowing the evolution of the air external 

temperature, the total incident solar radiation on the wall and the external surface thermal 

resistance of the air boundary layer. The effect of solar radiation on the heat transfer through 

the building envelope can be considered, while the parameters related to the sol-air 

temperature calculation can be experimentally validated at the construction’s specific 

location. The results were compared to measurements performed applying Infrared 

thermography. The results improve the understanding of the dynamic response of the different 

layers that compose the wall and the contribution of these layers to the global thermal 

behaviour of the wall.  

An approach for predicting global radiation on any window plane has been presented [4]. 

Optical and thermal properties of window glazing system have been analysed to evaluate the 

glazing performance in increasing the inside temperature due to the incidence of global 

radiation. The thermal model considers laminar heat transfer for natural and forced convection 

process according to the ambient conditions. A mathematical model simulating the glazing 

temperature due to global radiation and hence the solar heat gain of building interior through 

window has been developed. The simulated glazing temperatures with the corresponding 

window plane global radiation were validated by experimental values. The estimated error 

between simulated and experimental values of window plane radiation and the corresponding 

glazing temperature are obtained below 5%. Thus, the radiation and thermal simulation 

models may be used for predicting the thermal performance of building due to solar radiation. 

Demain et al., (2023) [5] presented a study that evaluates the performance of various models 

transposing solar radiation from horizontal to inclined surface. This study is relevant since 

global and diffuse solar radiation intensities are, in general, measured on horizontal surfaces, 

whereas stationary solar conversion systems (both flat plate solar collector and solar 

photovoltaic) are mounted on inclined surface to maximize the amount of solar radiation 

incident on the collector surface. Solar radiation data measured in Uccle, Belgium were used 

for validation purposes. Individual model performance is assessed between the calculated and 

measured solar global radiation on a south-oriented tilted surface using statistical methods. 

Since statistical validation procedures revealed that none of the considered model performs 

well under all types of sky conditions, a new model, resulting from the coupling of three 

models acting under different sky conditions, was developed for Belgium. The ability of the 

coupled model to handle hourly and daily data is discussed, concluding that bests results are 

obtained for hourly data. 

An update status of research and applications of various methods was shown for determining 

solar panel tilt angle using various optimization techniques [6]. Determining the optimum tilt 
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angle allows for maximum incident solar radiation, resulting in optimum sizing of solar 

systems. This paper describes solar radiation modelling on sloped surfaces, defining solar 

time, solar geometry and radiation distribution. Solar radiation on sloped surfaces can defined 

considering Isotropic model or Anisotropic model. The optimum tilt angles are determined by 

changing tilt angle from 0º to 90º in different steps and using optimization techniques such as 

Genetic Algorithm, Simulated Annealing and Artificial Neural Network. For better accuracy 

of optimum tilt angle calculations different anisotropic models and optimization techniques 

can be tested at different sites. The study shows that for maximum energy gain, the optimum 

tilt angle for solar systems must be determined accurately for each location.  

This article aims to implement a computational model for incident solar radiation, enabling its 

integration into thermal loads calculation for buildings. The adopted methodology is based on 

three main components: the solar position, the intensity of incident radiation and the 

characteristics of the surfaces exposed to this radiation. 

2. THERMAL LOADS CALCULATION 

Thermal loads can be calculated by computational models that include the building 

characteristics and the various heat transfer modes. ASHRAE [7] presents the computational 

methods such as the Transfer Function, the Cooling Load Temperature Difference method and 

Total Equivalent Temperature Difference/Time Averaging method. More recent editions of 

the ASHRAE Handbook [8] present the Heat Balance Method and the Radiant Time Series 

Method as refined approaches for calculating thermal loads, with a particular focus on 

accurately incorporating solar radiation effects. 

The present study evaluates a computational application for thermal load calculation, as 

detailed in Agostinho, et al. (2024) [9]. This application implements the Transfer Function 

Method to estimate the thermal loads of a building while utilising external temperature and 

solar radiation data sourced from other programs. According to the Transfer Function 

Method, heat gain through external walls and roofs is determined by equation 1 [7]. This heat 

gain is dependent on the surface area of the analysed wall or roof, the indoor air temperature 

and the conduction transfer function coefficients. The conduction transfer function allows the 

modelling of conduction heat transfer through the wall. Additionally, the heat gain in external 

walls and roofs also is affected by the sol-air temperature, which accounts for the influence of 

solar radiation and outdoor conditions. 

 𝑞𝑒,𝜃 = 𝐴 ⋅ [∑ 𝑏𝑛(𝑡𝑠𝑜𝑙,𝜃−𝑛)

𝑛=0

− ∑ 𝑑𝑛 (
𝑞𝑒,𝜃−𝑛

𝐴
)

𝑛=1

− 𝑡𝑖𝑛 ∑ 𝑐𝑛

𝑛=0

] (1) 

where: 

qe,θ  – heat gain through wall or roof, at calculation hour θ [W];  

A   – surface area [m²]; 

tsol,θ-n  – sol-air temperature at hour θ-n [ºC]; 

tin   – indoor air temperature [ºC]; 

bn, cn e dn  – conduction transfer function coefficients [-]. 
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The sol-air temperature is the outdoor air temperature that, in the absence of all radiation 

sources, results in the same heat flux into a surface as would the combined effect of incident 

solar radiation and convective heat exchange with the outdoor air. Thus, it is the equivalent of 

temperature considering the outdoor air temperature and the influence of solar radiation. 

Heat gain through windows is obtained from the combination of two forms of heat transfer: 

conduction and radiation. The conductive heat gain of windows depends on the overall heat 

transfer coefficient (U-value), the surface area and outdoor and indoor air temperature, as 

shown in equation 2 [7]. 

 𝑞𝑤,𝑐 = 𝑈 ⋅ 𝐴 ⋅ (𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛) (2) 

where: 

qw,c  – conduction heat gain through window [W];  

U   – overall heat transfer coefficient [W/(m²·K)] 

A   – surface area [m²]; 

tout   – outdoor air temperature [ºC]; 

tin   – indoor air temperature [ºC]. 

 

The radiation heat gain through windows is determined as shown in equation 3 [7]: 

 𝑞𝑤,𝑟 = 𝐴 ⋅ 𝑆𝐻𝐺𝐹 ⋅ 𝑆𝐶 (3) 

where: 

qw,r  – radiation heat gain through window [W];  

A   – surface area [m²]; 

SHGF – solar heat gain factor [W/m²]; 

SC   – shading coefficient [-]. 

 

The shading coefficient (SC) is a characteristic of a window that quantifies the amount of 

incoming solar energy in relation to a reference window. This coefficient can either be 

provided by the manufacturer or calculated based on the composition of the glazing system, 

considering the number of glass layers and their characteristics. The solar heat gain factor 

(SHGF) represents the fraction of incident solar irradiance that crosses the glazing and 

contributes to the heat gain inside the space. This includes both the directly transmitted 

component of irradiance and the portion that is absorbed by the glazing and subsequently re-

emitted as heat. 

In summary, solar radiation influences the thermal loads of buildings through external 

envelope elements, such as external walls roofs and windows. The impact of solar radiation is 

accounted for using sol-air temperature for external walls and roofs, and the solar heat gain 

factor for windows. Both parameters depend on the intensity of incident solar irradiance on 

the respective surface. 
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3. METHODOLOGY 

3.1. CALCULATION OF SOLAR RADIATION 

The solar radiation follows a sequence of three main variables: 1) solar time; 2) solar position 

and 3) solar irradiance. Solar time is estimated from the apparent angular motion of the sun, 

considering that noon is the moment when the sun passes in the local meridian. The solar time 

is calculated from the local time by equation 4 [10]. 

 ℎ𝑠𝑜𝑙𝑎𝑟 = ℎ𝑙𝑜𝑐𝑎𝑙 + (𝐸𝑇 + 4 ⋅ (𝑙𝑠𝑡 − 𝑙𝑙𝑜𝑐𝑎𝑙)) ⋅
1

60
 (4) 

where: 

 hsolar  – solar time [h];  

 hlocal  – local time [h]; 

 ET – equation of time [min]; 

 lst  – local standard time meridian [º]; 

llocal  – local longitude [º]. 

 

The equation of time (ET) establishes the relationship between the mean solar time and 

apparent solar time, accounting for seasonal variations. This value fluctuates throughout the 

year and can be obtained from tables, such as those provided by ASHRAE [7], or calculated 

using specific equations, as presented in Goswami (2015) [10]. The local longitude 

corresponds to the geographical longitude of the building under analysis. On the other hand, 

the local standard time meridian represents the central longitude of a given time zone, 

determined by multiplying the time difference from Greenwich Mean Time (GMT) by 15 

degrees per hour. 

Once the solar time is determined, the sun position can be characterised by two fundamental 

angular parameters, as illustrated in Figure 1: solar altitude and solar azimuth.  

 
Figure 1. Position of the sun, its path and defining angles 

Solar altitude is the angle between the sun’s rays and the horizontal plane, which can be 

obtained using equation 5 [7]. 
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 sin 𝐴𝑙𝑡𝑠𝑙 = cos 𝐿𝑎𝑡 ⋅ cos 𝛿𝑠𝑜𝑙𝑎𝑟 ⋅ cos ℎ𝑎𝑛𝑔 + sin 𝐿𝑎𝑡 ⋅ sin 𝛿𝑠𝑜𝑙𝑎𝑟  (5) 

where:  

Alt𝑠𝑙  – solar altitude [º]; 

Lat – latitude [º];  

δ𝑠𝑜𝑙𝑎𝑟 – solar declination [º];  

hang  – solar hour angle [º]. 

 

The angle of solar hour describes the sun position relative to the local meridian, defined as the 

angular displacement between the sun current position and its position at solar noon. This 

angle is determined by the difference in hours between the given solar time and noon, 

multiplied by the Earth's angular velocity of 15º per hour. Since the Earth completes a full 

rotation of 360º in approximately 24 hours, its angular velocity is 15º/h.  

The solar declination is the angle formed between the Earth's equatorial plane and the 

imaginary line that connects the centre of the Earth to the centre of the sun. This angular 

variation results from the inclination of the Earth's rotational axis relative to its orbital plane 

around the sun. Throughout the year, the declination varies between +23.45º and -23.45º. In 

the northern hemisphere, the maximum solar declination occurs at the summer solstice 

(+23.45°) and the minimum occurs at the winter solstice (−23.45°). The declination is null at 

both equinoxes. 

The solar azimuth angle is the angle between the horizontal projection of the sun’s rays and 

the true south direction, as illustrated in Figure 1. This angle is considered positive when 

westward and negative when eastward. The solar azimuth angle is calculated using the 

equations 6 and 7 [11]. 

 cos 𝐴𝑧𝑠𝑙 =
sin 𝐴𝑙𝑡𝑠𝑙 ⋅ sin 𝐿𝑎𝑡 − sin 𝛿𝑠𝑜𝑙𝑎𝑟

cos 𝐴𝑙𝑡𝑠𝑙 ⋅ cos 𝐿𝑎𝑡
 (6) 

 𝐴𝑧𝑠𝑙 = {
1 ⋅ arccos(𝑐𝑜𝑠 𝐴𝑧𝑠𝑙) , ℎ𝑎𝑛𝑔 ≥ 0

−1 ⋅ arccos(𝑐𝑜𝑠 𝐴𝑧𝑠𝑙) , ℎ𝑎𝑛𝑔 < 0
 (7) 

where:  

Azsl  – solar azimuth [º];  

hang  – solar hour angle [º];  

Altsl  – solar altitude [º];  

Lat  – latitude [º]; 

δsolar – solar declination [º]. 

 

The following step is the calculation of the sun position in relation to the surface in analysis. 

This is achieved from the altitude angle and azimuth angle, that characterize the direction of 

sun’s rays, as well as the orientation and inclination of the surface, that characterize the 

surface direction, resulting in the incident angle, as show in Figure 2. The calculation of the 

solar rays’ incident angle on the surface in analysis is shown in equation 8 [7].  

 cos 𝜃 = cos 𝐴𝑙𝑡𝑠𝑙 ⋅ cos(𝐴𝑧𝑠𝑙 − 𝐴𝑧𝑠𝑝) ⋅ sin 𝐼𝑛𝑐𝑙𝑠𝑝 + sin 𝐴𝑙𝑡𝑠𝑙 ⋅ cos 𝐼𝑛𝑐𝑙𝑠𝑝 (8) 
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where:  

θ  – incident angle [º]; 

Altsl – solar altitude [º];  

Azsl  – solar azimuth [º];  

Azsp  – surface azimuth [º];  

Inclsp  – surface tilt [º]. 

 

 
Figure 2. Incident angle of sun's rays on a surface 

 

The solar irradiance is the solar radiant flux received by a surface per unit area. The total 

irradiance can be decomposed into three components: direct, diffuse and reflected. Direct 

irradiance refers to solar radiation that crosses the atmosphere and reaches the surface without 

suffering any dispersion in its trajectory, presenting rays parallel to the sun direction. On the 

other hand, diffuse irradiance results from the scattering of solar radiation caused by gases, 

particles and molecules present in the atmosphere. This scattering causes the rays to fall on 

the surface randomly, in various directions. Reflected irradiance corresponds to solar radiation 

that hits surrounding surfaces and is subsequently reflected towards the surface under 

analysis. The total solar irradiance is obtained by summing these three components, as 

expressed in equation 9. 

 𝐼𝑇  =  𝐼𝐷  +  𝐼𝑑𝑠  +  𝐼𝑑𝑔 (9) 

where: 

IT  – total irradiance [W/m²];  

ID  – direct irradiance [W/m²]; 

Ids  – diffuse irradiance [W/m²]; 

Idg – reflected irradiance [W/m²]. 

 

Direct normal irradiance, IDN, is the incident solar radiation per unit area on a surface oriented 

perpendicularly to the direction of the sun's rays. According to the ASHRAE Handbook [7], 

IDN is determined using equation 10: 

 𝐼𝐷𝑁 = 𝐴𝑠𝑙 ⋅ 𝑒
−𝐵

sin 𝐴𝑙𝑡𝑠𝑙 (10) 
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where:  

 IDN  – direct normal irradiance [W/m²]  

Asl  – apparent solar irradiation [W/m²] 

B  – atmospheric extinction coefficient [-]  

Altsl  – angle of solar altitude [º] 

 

The direct irradiance incident on a surface that is not perpendicular to the sun's rays is 

determined using equation 11 [7]. For this calculation, the irradiance will be considered 

negligible if the angle of incidence, defined as the angle between the surface normal and the 

direction of the sun's rays, exceeds 90º or is less than -90º. This condition ensures that 

irradiance is only calculated for valid incident angles, i.e. for situations where the surface is 

effectively exposed to direct solar radiation. 

 𝐼𝐷 = {
 𝐼𝐷𝑁 ⋅ cos 𝜃 , 𝑐𝑜𝑠 𝜃 > 0

0, 𝑐𝑜𝑠 𝜃 ≤ 0
 (11) 

where:  

ID  – direct irradiance [W/m²]; 

 IDN  – direct normal irradiance [W/m²]; 

θ – incident angle [º]. 

 

The diffuse irradiance, Ids, is determined by applying equation 12 [7], which models the 

distribution of diffuse solar radiation as a function of various atmospheric and geographic 

parameters. 

 𝐼𝑑𝑠 = {

𝐶 ⋅ 𝑌 ⋅ 𝐼𝐷𝑁, 𝐼𝑛𝑐𝑙𝑠𝑝 = 90º

𝐶 ⋅ 𝐼𝐷𝑁 ⋅
1 + cos 𝐼𝑛𝑐𝑙𝑠𝑝

2
, 𝐼𝑛𝑐𝑙𝑠𝑝 ≠ 90º

 (12) 

where:  

Ids  – diffuse irradiance [W/m²]; 

C  – sky diffuse factor [-]; 

Y  – ratio of vertical/horizontal sky diffuse; 

 IDN  – direct normal irradiance [W/m²]; 

Inclsp – surface tilt [º]; 

 

The sky diffuse factor, C, is a tabulated value and can be found in ASHRAE Handbook 

(1997) [7]. The calculation of vertical/horizontal sky diffusion ratio is detailed in the 

ASHRAE Handbook [7]. The irradiance reflected by the ground and surrounding surfaces, Idg, 

is calculated using equation 13 [7]. 

 𝐼𝑑𝑔 = 𝐼𝐷𝑁 ⋅ (𝐶 + sin 𝐴𝑙𝑡𝑠𝑙) ⋅ 𝜌𝑔 (
1 − cos 𝐼𝑛𝑐𝑙𝑠𝑝

2
) (13) 

where: 

Idg – reflected irradiance [W/m²]; 

IDN – direct normal irradiance [W/m²]; 
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C – sky diffuse factor [-]; 

Altsl – solar altitude [º]; 

ρg  – ground reflectance [-]; 

Inclsp – surface tilt [º]. 

 

As previously presented, the sol-air temperature is used to estimate the heat gains on external 

wall and roof, and it considers the effects of outdoor air temperature and incident solar 

radiation, being calculated using equation 14 [7], 

 𝑡𝑠𝑜𝑙 = 𝑡𝑒𝑥𝑡 +
𝛼𝐼𝑇

ℎ0
− 𝜀

𝛥𝑅

ℎ0
 (14) 

where: 

tsol  – sol-air temperature [ºC]; 

tout  – outdoor temperature [ºC]; 

α  – absorptivity of surface for solar radiation [-]; 

IT  – solar total irradiance [W/m²]; 

h0  – coefficient of heat transfer by convection at outer surface [W/m²K]; 

ε – hemispherical emittance of surface [-];  

ΔR  – difference between long-wave radiation incident on surface from sky and 

surroundings and radiation emitted by blackbody at outdoor air temperature 

[W/m²]. 

 

According to ASHRAE Handbook [7], the absorptivity value α is defined to 0.45 for light 

surfaces and 0.90 for dark surfaces or when no other information is available. For the 

convection coefficient at the outer surface, h0, is considered a value of 17 W/(m²K), while it is 

assumed that hemispheric emittance, ε, is 1. The difference between the reflected radiation 

that falls on the surface and the radiation emitted by the black body, ΔR, is 63 W/m² on the 

horizontal surfaces and null (0 W/m²) for the vertical surfaces.  

The solar heat gain factor, SHGF, is defined as the fraction of the total irradiance, IT, that is 

transmitted directly into the interior of space, Itrans, or absorbed by the glass, Iabs. After the 

irradiance is absorbed by the glass, only a fraction, Ni, is transmitted into the space. This 

factor is used in the calculation of the heat gain from radiation transmitted through the 

windows and is determined using equation 15 [7]. 

 𝑆𝐻𝐺𝐹 = 𝐼𝑡𝑟𝑎𝑛𝑠 + 𝑁𝑖 ⋅ 𝐼𝑎𝑏𝑠 (15) 

where: 

SHGF  – solar heat gain factor [W/m²];  

Itrans  – transmitted irradiance [W/m²]; 

Ni  – inward heat transfer fraction [-]; 

Iabs – absorbed irradiance [W/m²] 

 

The fraction of the heat absorbed towards the space interior, Ni, is directly influenced by the 

type of glass used. According to ASHRAE Handbook [7], when no data is available, it can be 
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applied the reference glass value of 0.267 [7]. The irradiance transmitted and absorbed by the 

glass is determined using equations 16 and 17 [7], respectively. The thermal transmission 

coefficients, tj, and thermal absorption coefficients, aj, are parameters defined according to the 

type of glass, that can be found in the ASHRAE Handbook [7]. 

 𝐼𝑡𝑟𝑎𝑛𝑠 = 𝐼𝐷 ∑(𝑡𝑗 ⋅ cos𝑗 𝜃)

5

𝑗=0

+ 2 ⋅ 𝐼𝑑 ∑ (
𝑡𝑗

𝑗 + 2
)

5

𝑗=0

 (16) 

 𝐼𝑎𝑏𝑠 = 𝐼𝐷 ∑(𝑎𝑗 ⋅ cos𝑗 𝜃)

5

𝑗=0

+ 2 ⋅ 𝐼𝑑 ⋅ ∑ (
𝑎𝑗

𝑗 + 2
)

5

𝑗=0

 (17) 

where: 

Itrans  – transmitted irradiance [W/m²]; 

Iabs  – absorbed irradiance [W/m²]; 

ID  – direct irradiance [W/m²]; 

Id  – sum of diffuse and reflected irradiance [W/m²]; 

tj – glass transmission coefficients[-]; 

aj  – glass absorption coefficients[-]; 

θ – incident angle [º] 

 

3.2. COMPUTATIONAL MODELLING 

The solar radiation model was implemented in a computational program developed in Python, 

allowing for the integration of the proposed equation across various scenarios. Python is an 

interpreted, object-oriented and high-level programming language with dynamic semantics. 

Its simplicity, ease to learn syntax emphasizes readability and, consequently, reduces program 

maintenance costs. Furthermore, Python supports modules and packages, which encourages 

program modularity and code reuse [12]. 

The data used for modelling solar radiation follows the previously presented methodology. 

The solar radiation calculation algorithm requires input data regarding three key aspects: Date 

& time; Location and Surfaces, as shown in Figure 3. From the date and time, parameters 

such as the hour, day since the start of the year and month can be obtained. The month is used 

to retrieve values for apparent solar irradiation, Asl, atmospheric extinction coefficient, B, sky 

diffuse factor, C, and solar declination, δsolar, by searching the tables available in ASHRAE 

Handbook [7]. The location data includes latitude, longitude and time zone, while surface data 

determine orientation and tilt.  
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Figure 3. Necessary data for solar radiation calculation 

The developed computational model can be used by an user or an application, being necessary 

to provide the follow input arguments: date and time as datetime object; the latitude, 

longitude, time zone and surface tilt as a numerical data type (latitude, longitude and surface 

tilt must be in degrees); the surfaces orientation defined as strings indicating the cardinal 

directions (ex.: N, S, E, NE, etc…). Then, it is converted to corresponding orientation angle in 

degrees with a function as shown in Figure 4. This function employs a match-case structure to 

compare the input direction against predefined cardinal points, reading the argument of the 

function, and assign the corresponding angle (orient_deg variable), where south is 0º, east 

is -90º and west is 90º. If the input does not match any predefined direction, the function 

defaults to an angle equivalent to the south orientation (line 58-59), as this represents the 

worst-case scenario for locations in northern hemisphere. 

  
Figure 4. Function to convert orientation as a string to degrees in Python 

The developed computational model implements the equations detailed in section 3, through 

dedicated programming functions. For instance, Figure 5 presents the function that computes 

the solar altitude based on equation 5. This function receives latitude, solar declination and 

the solar hour angle as input parameters and returns the value of solar altitude in radians. Non-

calculated values angles, such as latitude or declination, are converted to radians. The solar 

hour angle is determined using a specific function, that returns an angle in radians, avoiding 

the need to convert it into radians later. The native Math library is required to compute 

trigonometric functions. After computing the sine of solar altitude, the angle of solar altitude 

is obtained using the inverse sine (asin – line 14) function, ensuring that the output remains in 

radians. A similar methodology was applied to implement all equations within the module. 
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Figure 5. Function to calculate solar altitude in Python 

After developing the functions necessary to compute all equations, it is created a function that 

implement the main algorithm and all functions that compute the individual functions. For 

example, Figure 6 illustrates the function that encases all functions needed to compute the 

solar heat gain factor, that will be used to estimate the heat gains on windows. The application 

of modular programming makes to code more structured, readable, reusable and easier to 

maintain and allows that different programs or users can use only specific functions in 

specific applications.  

 
Figure 6. Set of functions to calculate solar heat gain factor 

In opposite to the solar heat gain factor, the sol-air temperature is computed from the data of 

the total solar irradiance and the outdoor air temperature. This would require introducing 

weather data into the solar radiation module, which falls beyond the scope of this module and 

this paper. Instead, a function is developed to estimate the total solar irradiance by 

implementing the corresponding equations in the code, as presented in Figure 6. The Figure 7 

illustrates the algorithm used to estimate both the total solar irradiance and the solar heat gain 

factor, indicating also the required data for each equation/function. 
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Figure 7. Sequence of total solar irradiance and solar heat gain factor calculation 

This module can be imported by users to estimate solar radiation via the command line. 

However, it is intended to include this module in applications, such as those for calculating 

the thermal load in buildings, as shown in Agostinho et al., (2024) [9]. 

4. VALIDATION 

The computational module developed to estimate solar radiation incident on a surface was 

validated carrying out simulation tests considering the solar radiation on four surfaces, each 

one oriented towards the main cardinal directions. In these tests, the model computed solar 

radiation over an entire year, estimating the maximum values achieved in each month, for 

each surface. Furthermore, the developed model calculated the hourly radiation for the design 

day, defined as the day when thermal loads for a given space are at their peak. The results 

were compared with those obtained using the commercial program, Hourly Analysis Program 

(HAP) [13] version 4.8. Additionally, after validation, the solar radiation model was further 

tested and evaluated for multiple locations. 

The HAP is a program developed by Carrier and it is widely used for the design Heating, 

Ventilation and Air Conditioning (HVAC) systems. This program allows the determination of 

thermal loads in a building and estimate the energy consumed. Additionally, it calculates the 

solar radiation incident on the building surfaces and incorporates this information into thermal 

load calculations, providing reports with detailed data. This allows the solar radiation results 

estimated by this commercial program to be used to validate the developed computational 

model. 

The validation tests were performed considering a building located in Lisbon, with latitude 

38,8 ºN, longitude 9.1 ºW and in the time zone of Greenwich Mean Time (GMT+0). 

After defining the building location and considering that the vertical surfaces were oriented 

towards the north, east, south and west directions, respectively, the total solar irradiance was 

calculated using both the developed module and the HAP, for the design day of the month, 

throughout the year. Figure 8 shows the maximum solar irradiance in each month calculated 

by the developed model, in Python, and by HAP.  
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a) b) 

c) d) 
Figure 8. Monthly maximum total solar irradiance for 12 months to a) North, b) West, c) South and d) East 

 

Analysing the Figure 8, it is observed that the surface towards to the north orientation reaches 

the maximum irradiance of 219 W/m² in June; For surfaces facing east and west, the peak 

irradiance of 812 W/m² occurs in April; and in the south-facing surface, the maximum 

irradiance of 913 W/m² occurs in January. The deviation between the Python module and 

HAP is less than 0.1%. It should be noted that the annual irradiance profile for the south-

facing orientation exhibits an opposite trend compared to other orientations, with a maximum 

in January and a minimum in June. This behaviour is mainly attributed to the solar altitude 

angle, which is lower in January and higher in June, due to the variation in the solar 

declination angle, as computed by the equation 5. Consequently, this results in a smaller 

incidence angle of solar radiation in January and a greater angle in June, in accordance with 

equation 8.  

When comparing the maximum solar irradiance for all month, it is also essential to evaluate 

the irradiance absorbed by surfaces at each hour of a given day, particularly on the day when 

maximum irradiance occurs. Analysing the Figure 8, it is possible to observe that the 

maximum irradiance occurs in different months depending on the orientation.  

To utilise this module for the computation of thermal loads in buildings, the python module is 

applied to the day on which the maximum thermal load for a given space is observed. For this 
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purpose, a test was conducted using a model with four walls, each with a window, oriented 

towards north, west, south and east. The characteristics of the walls and windows are detailed 

in Table 1. These parameters were introduced in HAP to estimate the thermal loads in the 

building along the year. The results indicate that the maximum thermal load in the space 

occurs in September at 3 p.m. This analysis enables the characterisation of combined effect of 

solar irradiance from all orientations on thermal loads of building, although there is some 

effect due to variation of outdoor temperature. 

 

Type Orientation Area [m²] U α (wall) /SC (window) 

Wall North, West, South, East 50 0.24 0.45 

Window North, West, South, East 10 1.6 0.61 
Table 1. Characteristics of wall and windows for thermal loads analysis 

The analysis of the total irradiance evolution on the day of the highest thermal load, which 

occurred in September, was estimated using Python program and with the HAP. The results 

are presented in Figure 9.  

Considering the surfaces orientation and the geographic location in the northern hemisphere, 

the irradiance observed from sunrise until 12.p.m on west-facing surface and from 12 p.m. 

until sunset in east orientation is the same as that observed in north orientation, in those hours. 

This indicates that, during these hours, irradiance is predominantly diffuse. Outside these 

periods, the irradiance is primarily direct. The irradiance recorded on the south-facing surface 

from sunrise to sunset results from a combination of direct and diffuse components. 

Analysing the obtained data, it is observed that in the north orientation, the maximum 

irradiance was recorded at 12 p.m., reaching 117.9 W/m² with a maximum deviation of 0.2%, 

occurring at 7 a.m., corresponding to the first hour of solar radiation incidence. On the west-

facing surface, the maximum irradiance was obtained at 4 p.m., with a value of 744.7 W/m², 

while the highest deviation of 4.9% occurred at 12 p.m., corresponding to the first hour that 

direct irradiance was obtained. The maximum irradiance in the south-facing orientation was 

also observed at 12 p.m., with a value of 734.5 W/m², and the maximum deviation of 0.1% 

occurred at 5 p.m., corresponding to the last hour of solar radiation. Finally, the maximum 

irradiance in the east-facing surface was reached at 8 a.m., with a value of 747.8 W/m², and 

the highest deviation of 0.3% occurred at 12 p.m., which corresponds to the last hour that 

direct irradiance was obtained. 

Overall, it is observed that, in all orientations, the highest deviations occurred during periods 

of greater variation in solar radiation. Nevertheless, these deviations remain relatively low, 

indicating a strong agreement in the irradiance calculations throughout the day. 
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a) 

 
b) 

c) d) 
Figure 9. Hourly total solar irradiance for maximum thermal load day to a) North, b) West, c) South and d) East 

 

In order to validate the radiation model at different locations, the same tests were carried out 

in four different cities: Lisbon, Portugal; Paris, France; Stockholm, Sweden and Houston, 

Texas, U.S. As illustrated in Figure 3, solar radiation is influenced by the latitude, longitude 

and time zone of a given location. Table 2 presents the latitude, longitude and corresponding 

time zone of each city, adopting the convention that westward longitudes are positive, while 

eastward longitudes are negative.  

City, Country Latitude Longitude Time zone 

Lisbon, Portugal 38.8 ºN 9.1 ºW GMT 0 

Paris, France 48.5 ºN 2.1 ºE GMT -1 

Stockholm, Sweden 59.4 ºN 18.0 ºE GMT -1 

Houston, Texas, U.S. 30.0 ºN 95.4 ºW GMT 6 
Table 2. Geographical data and time zone data of Lisbon, Paris, Stockholm and Houston. 

Figure 10a shows the hourly solar irradiance as a function of solar time for the day with the 

highest thermal load, considering a south-facing orientation. Figure 10b shows the same 

relationship for a day in December. In the developed model, the use of solar time eliminates 

the influence of equation 4, which accounts for the calculation of solar time, thereby ensuring 
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that solar irradiance is independent of local longitude and time zone. Consequently, variations 

in location affect only the latitude. 

 

a) 
 

b) 
Figure 10. Total solar irradiance for south orientation for various locations in a) September and b) December as a 

function of solar time 

The first notable aspect in Figure 10a is that the duration of solar exposure is identical for all 

locations. This occurs because in September is the equinox, during which day and night have 

equal duration regardless of geographical position. The irradiance in September (Figure 10a) 

is higher at locations with greater latitude. This is due to the fact that higher latitude 

correspond to lower solar altitude (equation 5), which results in a lower incidence angle 

(equation 8). As demonstrated in equation 11, a lower incidence angle leads to higher direct 

irradiance. 

Analysing Figure 10b, the duration of solar exposure is greater for locations at lower latitudes. 

In this case, the graph represents the winter solstice. The irradiance in December (Figure 10b) 

is higher for locations with lower latitude. This occurs because, in equation 5, the solar 

declination is negative, whereas it was zero in September. Consequently, in December, the 

reduction in solar altitude is less noticeable for location with lower latitude. In other words, 

locations at higher latitudes experience a lower altitude angle. From equation 10, it follows 

that direct normal irradiance decreases as the solar altitude angle decreases. 

After analysing solar radiation as a function of solar time, which depends solely on latitude, it 

is also necessary to evaluate solar radiation based on local time. This means that equation 4 is 

considered. This equation introduces the effect of local longitude and time zone of each 

location. Figure 11 shows the hourly irradiance as function of local time for September 

(Figure 11a) and December (Figure 11b). The noticeable difference compared to Figure 10 is 

a time shift in the irradiance profile throughout the day. This results from the lst-llocal term in 

equation 4, indicating that irradiance is influenced by displacement between the local 

longitude and the standard meridian longitude, rather than by longitude alone. However, the 

maximum irradiance remains approximately the same. 
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a) b) 
Figure 11. Total solar irradiance for south orientation for various locations in a) September and b) December as a 

function of local time 

5. CONCLUSIONS 

The presented study aimed to develop a computational model for incident solar radiation and 

evaluate its application in the calculation of thermal loads in buildings. This was achieved 

through the implementation of equations that compute solar time, solar position angles and 

estimate the solar radiation on an oriented surface, hourly, throughout the year. For radiation 

on opaque elements such as walls and roofs, the effect of solar radiation is considered through 

sol-air temperature. In the case of radiation on windows, the impact of solar radiation was 

considered through solar heat gain factor. 

These calculations were developed as a module in Python, where each equation was 

implemented as an individual function. The model relies on input data such as the building's 

geographical location, date and time, and the characteristics of the surfaces such as orientation 

and tilt. This module can operate as a standalone tool for direct solar radiation calculations. 

On the other hand, this is intended to be used on thermal load calculation program such as 

presented in Agostinho et at., (2024) [9]. 

The validation process involved comparing the results obtained with those generated by a 

commercial reference program, HAP. For the maximum monthly irradiance calculated over a 

year in Lisbon, the highest observed deviation was below 0,1%. The maximum irradiance 

occurred in January for south-facing surfaces, in April for east and west-facing surfaces, and 

in June for north-facing surfaces. The maximum thermal load of the space was considered to 

account for the contribution of irradiance from all orientations. The observed deviations 

remained below 5%, demonstrating the composition of direct and diffuse irradiance in the 

total incident solar irradiance. 

Subsequently, the effect of location on solar irradiance was evaluated by considering both 

solar time and local time. When using solar time, irradiance was found to depend solely on 

the latitude, influencing both the peak irradiance and the duration of solar exposure depending 

on the specific time of year. In contrast, considering local time includes also the effect of 

longitude and time zone, introducing a time shift in the irradiance profile throughout the day 
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compared to the irradiance profile based on solar time. 

In summary, the presented paper enables the modelling of solar radiation, with results 

demonstrating a strong correlation with those obtained from other software tools. 
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Abstract. In this work analytical and numerical approaches are taken to study the me-
chanical behavior of carbon fiber-based composite plates with an epoxy matrix. Different
stacking sequences are studied, including non-symmetric and non-balanced. Also uniaxial
and biaxial loadings are employed and their effect investigated. Analytic calculation of
stresses and strains is attained by using the Classical Lamination Theory, implemented in
the symbolic computation software MAPLE. The first-ply failure is studied using the failure
criteria of Maximum Stress, Tsai-Hill, Tsai-Wu and Hashin-Rotem. Numerical validation
is made by using the Finite Element Method (FEM) by means of FEM commercial soft-
ware, using (1) ANSYS Parametric Design Language (APDL) with User programmable
Features for non builted-in criteria and (2) using ANSYS Workbench suite. Comparison
of the three approaches is made and the expected tension-extension and tension-bending
coupling effects are discussed.
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Abstract. In this paper, we introduce a new method for predicting how solid materials
deform and the stresses they experience directly from images. Instead of using traditional
numerical methods that solve complex equations, our approach uses convolutional neural
networks (CNNs) to learn the mapping from applied forces to the resulting deformations.
We built a dataset that includes both the visual information of the material and the cor-
responding force and deformation data. Our experiments show that the CNN model can
recognize patterns in the images and accurately predict deformations based on the strength
and location of the forces. This simple, data-driven method offers a more efficient way to
simulate material behavior and could be used for real-time analysis in engineering appli-
cations.
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1 INTRODUCTION

The finite element method (FEM) has long been the standard for simulating stress and
strain in complex materials and structures. However, its computational cost and simu-
lation time can become very large, particularly for large-scale or real-time applications.
In contrast, Convolutional Neural Networks (CNNs) have emerged as a promising alter-
native, capable of processing extensive datasets and autonomously learning the intricate
patterns that govern material behavior.
In this paper, we use CNNs to predict stress and strain directly from image data. By
converting images into formats suitable for deep learning, our approach eliminates the need
for the computationally intensive procedures typically associated with traditional FEM,
while enabling the direct calculation of deformations from images. This method not only
accelerates analysis but also provides a more direct means of assessing deformations.
We describe the network architecture and training methodology tailored for this applica-
tion, and offer a comparative analysis of CNN performance versus traditional FEM sim-
ulations. Our results demonstrate that the deformations predicted from images exhibit a
high degree of accuracy, along with significant improvements in computational efficiency.
These results enable faster, image-based assessments of material behavior, with potential
uses in real-time monitoring and design optimization.
The remainder of this paper is organized as follows: Sections II and III review the related
literature on the MAgNET deep learning framework and the process of creating a mesh
from an image, respectively; Section IV presents experimental results and comparative
analyses; and Section V concludes with discussions on future research directions.

2 MAgNET DEEP LEARNING FRAMEWORK

In this chapter, we introduce the MAgNET deep learning framework, a novel approach
that extends conventional U-Net architectures to mesh-based simulations using graph neu-
ral networks. We detail the design of its core components: the multi-channel aggregation
(MAg) layer, which adapts convolution operations to irregular graph structures, and the
graph pooling and unpooling layers, which efficiently capture hierarchical features in non-
grid data. This chapter builds on the foundational work by Deshpande et al. [1] presented
in their paper MAgNET: A Graph U-Net Architecture for Mesh-Based Simulations.
The MAgNET graph neural network is a type of graph U-Net and serves as an extension
to the popular convolution-based U-Net architectures.
The graph U-Net is composed of several key components: aggregation (similar to convo-
lution), pooling, unpooling, and concatenation layers, all of which have been adapted to
handle general, non-grid structures for both inputs and outputs. Its architecture is divided
into two main stages: encoding and decoding. During the encoding stage, the network
first applies one or more aggregation layers, which work as the equivalent of convolution
layers in standard U-Net models. This is followed by a graph pooling layer, which con-
tracts the graph and reduces its complexity by downsampling the problem. This process
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of aggregation followed by pooling is repeated multiple times until the desired level of
contraction is achieved. At the most condensed representation of the graph, additional
aggregation layers refine the features before transitioning to the next stage. The decoding
stage then reverses this process. At each step, a graph unpooling layer expands the graph
structure, followed by one or more aggregation layers that refine the information. This
continues until the graph reaches its original size. At the final step, the last aggregation
layer applies a linear activation function to generate the final output.
This structure allows the graph U-Net to effectively capture hierarchical relationships
within graph-structured data, mirroring the way traditional U-Net models process images
but adapting the approach to more flexible, non-grid-based topologies.
Formally, the Graph U-Net network, G, is constructed as follows. The input layer, d0,
consists of N nodes, where each node is represented by a vector of input values (features
or channels) of fixed length c0. From this input, successive layers dl are added to form
the U-Net architecture.
Each layer dl is connected to the previous layer dl−1 through the transformation:

dl = T l(dl−1; θl) (1)

where θl represents the trainable parameters (such as weights and biases, θl = kl ∪ bl),
and T l(·) is one of the three transformations: MAg(), gPool(), or gUnpool(), which will
be defined in detail later. Additionally, the model includes remote concatenation links
between corresponding layers in the encoding and decoding stages.
The output layer, dL, follows the same mesh format as the input layer but may have a
different number of channels, cL. Finally, the Graph U-Net can be formally expressed as
a parameterized transformation:

G(d0, θ) = dL = TL(TL−1(TL−2(...); θL−1); θL), (2)

where

θ =
L⋃

l=1

θl (3)

represents the concatenated vector of all network parameters.
The parameters of the Graph U-Net are optimized through supervised learning by training
on a dataset with known input-output pairs. The training dataset is represented as:

Dtr = {(f1, u1), ..., (fMtr , uMtr)}, (4)

where the data follows a mesh structure. The learning process aims to minimize the
mean squared error (MSE) between the predicted outputs and the true outputs. This is
achieved by optimizing the following loss function:
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L(Dtr, θ) =
1

Mtr

Mtr∑

m=1

∥G(fm, θ)− um∥2. (5)

This function measures the difference between the predicted values, G(fm, θ), and the
actual target values, um, across all training samples. The optimization process updates
the model’s parameters, θ, to minimize this error and improve the accuracy of predictions
[1].
The optimal parameters, θ∗, are obtained by solving the following minimization problem:

θ∗ = argmin
θ

L(Dtr, θ). (6)

In this work, we focus on sparse graphs derived from data that is spatially organized as
meshes. These meshes can be one-dimensional (1D), two-dimensional (2D), or extend to
higher dimensions, with an arbitrary connection topology.
The graph structure is represented using a symmetric, square, Boolean adjacency matrix
A, where the order of A corresponds to the number of nodes in the original mesh. To
simplify notation, we assume that each node (vertex) is self-connected, meaning it has a
loop, which ensures ones along the diagonal of A.
This self-loop assumption simplifies the formulation of various graph operations used in
this study, including computing the k-th power of the adjacency matrix A and selecting
pooling subgraphs.

2.1 Multi-channel Aggregation (MAg) layer

The proposed MAg layer is a multi-channel local aggregation layer designed for graph-
structured data. It extends the standard convolutional layer in CNNs, which is typi-
cally constrained to grid-based data due to its shareable convolution window. Instead,
the MAg layer employs fully trainable, local weighted aggregations based on a message-
passing scheme, where each node’s neighborhood is determined by the graph connectivity
(adjacency matrix).
By incorporating multiple channels, the MAg layer enhances the network’s ability to cap-
ture nonlinearities. In this setup, each node holds a vector of features, effectively creating
multiple channels within the same graph structure. The transformation from input to
output multi-channel graphs is achieved by performing multiple MAg aggregations across
vector data, generating corresponding output components. While the input and output
channels of the network usually have predefined meanings, the number of channels in
hidden layers is flexible and can be chosen by the network designer.
Formally, the MAg layer is defined as a parameterized transformation between input and
output nodes:
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dl+1
i,α = σ

(
bl+1
i,α +

cl∑

β=1

∑

j∈Ni

kl+1
i,j,α,βd

l
j,β

)
, (7)

where Ni = {j | Aij = 1} represents the neighborhood of node i, and α and β denote
the output and input channels, respectively. The parameters kl+1

i,j,α,β and bl+1
i,α are trainable

weights and biases. Unlike traditional convolutional layers, these kernel parameters are
not shared, they can be trained independently for each aggregation window, providing
greater flexibility in the learning process.

2.2 Graph pooling and unpooling layers

The approach used in this network divides the graph into disjoint cliques (i.e., fully
connected subgraphs) and contracts each clique into a single vertex, with new edges
representing previously connected cliques. The partitioning is performed statically during
the graph U-Net construction and remains independent of the input data.
Given an input graph G, defined by a set of vertices S, and an adjacency matrix A, it is
generated a partition of S into N non-overlapping cliques G1, G2, . . . , GN , such that:

S =
N⋃

i=1

Si, ∀i, ∀j, k ∈ Si, Ajk = 1, and Si ∩ Sj = ∅ for i ̸= j. (8)

Each set Si represents the nodes belonging to the respective subgraph Gi. The resulting
pooled graph G̃ consists of vertices:

S̃ = {1, 2, . . . , N}, (9)

with edges defined by the pooled adjacency matrix Ã. The pooling operation is then
performed as:

dl+1
i,β = aggrj∈Si

dlj,β, (10)

where the aggregation function (aggr) can be max, min, or average. Importantly, the
number of channels remains unchanged, as pooling is applied independently to each input
channel.
Graph pooling can be applied multiple times in the encoding stage of the U-Net. To
enable future unpooling operations, after each pooling step, we store the original graph
G, adjacency matrix A, and the pooling subgraphs Gi. Then, we update the graph as:

G← G̃, A← Ã. (11)

Graph unpooling is the inverse operation of pooling, restoring the original topology of
the input graph from the corresponding pooling layer. This operation is defined using the
previously stored subgraphs Gj with nodes Sj:

343
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dl+1
i,β = dlj,β, ∀i ∈ Sj. (12)

Here, the features of node j are replicated to the nodes in Sj, making it analogous to the
upsampling operation in CNNs.
Concatenation, also known as skip connections, is a key feature of U-Net architectures.
It allows layers in the decoder to access features from the encoder, mitigating vanishing
gradient issues and preserving information lost during pooling.
In this framework, concatenation is applied at each unpooling stage by stacking the output
of an unpooling layer l with the input of the corresponding pooling layer l′:

dl+1
i,cl+α = dl

′
i,α. (13)

Here, cl represents the number of channels in the unpooling inputs, leading to an output
with cl + cl′ channels.
During a forward pass of the MAg layer, aggregation occurs locally at each node, meaning
information exchange is limited to directly connected nodes in the adjacency matrix A.
Nodes that are not directly connected do not exchange information in a single MAg
operation.
To facilitate long-distance information flow, it is used a method to increase the support
of the MAg operation by considering higher powers of the adjacency matrix, such as A2

or A3, effectively expanding the receptive field.
The motivation behind using pooling and unpooling layers is to reduce the effective graph
size while preserving important feature information. The pooled graph provides a coars-
ened representation of the original, where each pooled node aggregates information from
multiple parent nodes. This hierarchical representation enables long-range information
exchange with fewer MAg layers. Furthermore, nested pooling operations result in an
exponential reduction of graph diameter, improving efficiency.

3 IMAGE MESH GENERATION

In this chapter, we present a comprehensive pipeline for image mesh generation, a process
that converts pixel-based image representations into structured and unstructured mesh
formats. We begin by detailing methods for generating both structured grids, using
a uniform lattice based on the image domain, and unstructured grids, which involve
adaptive sampling along boundaries and within interiors. We then explore techniques such
as Delaunay triangulation to ensure well-formed triangular meshes and apply Laplacian
smoothing to enhance mesh quality. This framework is adapted from the methodologies
described in the literature [2].
An image can be represented as a 2D array of pixels, each corresponding to a point in a
Cartesian coordinate system. For a grayscale image, a mesh can be generated based on
the object of interest, allowing for structured representation of its shape.
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3.1 Structured and Unstructured Grid Generation

To generate a structured grid, the image domain (W,H) is discretized into a uniform
lattice of points spaced at intervals of ∆x = ∆y = 10, given by:

xi = i×∆x, yj = j ×∆y. (14)

Filtered points are extracted using the binary mask, retaining only those satisfying:

Ibinary(xp, yp) = 255. (15)

For enhanced flexibility, an unstructured grid is introduced, where boundary points are
sampled and distributed evenly along the segmented region. Given an ordered boundary
set B = {b1, b2, . . . , bn}, new points along the boundary are placed at:

pi = bi + t(bi+1 − bi), (16)

where t = d−current length
Li

ensures even spacing d. Interior points are sampled via Poisson
disk sampling, maintaining minimum distances dmin within the region and dboundary from
the boundary.

3.2 Delaunay Triangulation and Laplacian Smoothing

Delaunay triangulation ensures well-shaped triangles by enforcing the circumcircle prop-
erty: for a given set of points P , no point lies inside any triangle’s circumcircle. Given
three points pi, pj, pk, the condition is satisfied when:

|pi − pj| · |pj − pk| · |pk − pi|. (17)

Once triangulated, the mesh quality is refined using Laplacian smoothing. Each interior
point pi is updated iteratively based on its neighbors N(i):

pnew
i =

1

|N(i)|
∑

j∈N(i)

pj. (18)

This ensures a well-conditioned mesh while preserving the boundary structure.

4 MATHEMATICAL ANALYSIS OF THE LOSS FUNCTION

The loss function L(Dtr, θ) plays a pivotal role in the supervised learning framework of
the Graph U-Net, guiding the model’s optimization process. It quantifies the discrep-
ancy between the predicted outputs, G(fm, θ), and the true target values, um, across the
training dataset. By minimizing this loss, the model iteratively refines its parameters,
ultimately converging toward an optimal set, θ∗, that enhances predictive accuracy and
generalization.
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As shown above, the loss function is defined as:

L(Dtr, θ) =
1

Mtr

Mtr∑

m=1

∥G(fm, θ)− um∥2, (19)

where:

• Dtr is the training dataset, consisting ofMtr input-output pairs: {(f1, u1), . . . , (fMtr , uMtr)},

• fm is the m-th input feature (in this case, mesh-based data),

• um is the corresponding m-th target output,

• G(fm, θ) represents the output of the MAgNET (Graph U-Net) given input fm and
parameters θ,

• θ is the set of all trainable parameters in the network,

• ∥ · ∥ denotes the L2 norm (Euclidean distance),

• The summation is over all Mtr training examples,

• The loss is the mean squared error between the network’s predictions G(fm, θ) and
the true outputs um.

The goal of training is to find the optimal parameters θ∗ that minimize this loss function:

θ∗ = argmin
θ

L(Dtr, θ) (20)

This formulation demonstrates that MAgNET employs a standard mean squared error
loss function, commonly used in regression tasks such as predicting displacement fields
in mesh-based simulations. The U-Net architecture is integrated through the function
G, representing the forward pass through the entire MAgNET Graph U-Net. The loss
function computes the mean squared error over all Mtr training samples, ensuring the
model minimizes the average squared difference between predictions and true values for
accurate generalization.
To gain deeper insights into the optimization process, we examine the loss function’s
behavior by analyzing its convexity and smoothness properties. Understanding these
characteristics is crucial for assessing convergence, stability, and overall performance of
the optimization algorithm.
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4.1 Convexity and Smoothness Analysis

The loss function defined by (19) is inherently non-convex due to the nonlinearity intro-
duced by the activation functions, pooling operations, and learnable parameters in the
Graph U-Net. However, in local neighborhoods where gradients are well-behaved, the
function may exhibit local convexity [6].
To formally analyze convexity, we examine the Hessian matrix for (19). The Hessian is
given by:

H = ∇2
θL(Dtr, θ). (21)

To determine local convexity, we examine the Hessian matrix ∇2
θL. We will abbreviate

L(Dtr, θ) as L(θ). If the Hessian is positive semi-definite (∇2
θL ⪰ 0) in a neighborhood,

the loss is locally convex there. However, due to the high dimensionality of θ, computing
the full Hessian is computationally expensive. Instead, we approximate local convexity
using second-order Taylor expansions:

L(θ +∆θ) ≈ L(θ) +∇θL ·∆θ +
1

2
∆θT∇2

θL∆θ. (22)

Local convexity holds if the quadratic term 1
2
∆θT∇2

θL∆θ ≥ 0 for all ∆θ. [7]
In neural networks, the Hessian can have both positive and negative eigenvalues, indicating
the presence of saddle points and local minima, which confirms the general non-convex
nature of the loss landscape. However, certain architectures and regularization techniques,
such as weight decay, can promote local convexity in regions of interest.

Theorem 1. Suppose that the function G(fm, θ) (19) is twice continuously differentiable
with respect to θ. Then, the Hessian matrix ∇2

θL is locally positive semi-definite.

Proof. The loss function (19) is a sum of squared differences, which can be rewritten as:

L(θ) =
1

Mtr

Mtr∑

m=1

(G(fm, θ)− um)
T (G(fm, θ)− um) . (23)

To compute the Hessian, we begin by calculating the gradient with respect to the variable
θ:

∇θL =
2

Mtr

Mtr∑

m=1

JT
m(G(fm, θ)− um), (24)

where Jm =
∂G
∂θ

(fm, θ) is the Jacobian matrix.

Now, differentiating again,

∇2
θL =

2

Mtr

Mtr∑

m=1

(
JT
mJm +

∑

i

(G(fm, θ)− um)i
∂2(G)i
∂θ2

(fm, θ)

)
. (25)
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The first term of (25), JT
mJm, is a Gram matrix [8], which is positive semi-definite because

for any vector v, we have:
vTJT

mJmv = ∥Jmv∥2 ≥ 0. (26)

The second term of (25) involves second derivatives but is a weighted sum of Hessians of
G. If G is linear or approximately linear in θ, this term vanishes, leaving only JT

mJm, which
is positive semi-definite. Even when this term does not vanish, it does not necessarily
introduce negative eigenvalues.
In regions where the second term is small (e.g., near minima where the Hessian is domi-
nated by the first term and is therefore positive semi-definite.

(G(fm, θ)− um)i ≈ 0 (27)

Thus, ∇2
θL is locally positive semi-definite, proving the theorem.

Theorem 2. The loss function (19) is Ls-smooth if its gradient is Lipschitz continuous,
i.e., there exists a constant Ls > 0 such that

∥∇L(θ1)−∇L(θ2)∥ ≤ Ls∥θ1 − θ2∥, ∀θ1, θ2. (28)

The presence of activation functions such as ReLU introduces piecewise linearity, po-
tentially causing non-smooth regions where the gradient is discontinuous. In contrast,
sigmoid and tanh activations ensure smoothness but can lead to vanishing gradient is-
sues, affecting optimization dynamics.

Proof. The smoothness of L(θ) depends on the properties of the function G(fm, θ). We
analyze the gradient behavior to establish Lipschitz continuity.
As in (24), the gradient of L(θ) is given by:

∇θL =
2

Mtr

Mtr∑

m=1

Jm(fm, θ)
T (G(fm, θ)− um), (29)

where Jm(fm, θ) is the Jacobian of G with respect to θ.
To establish the Lipschitz condition, we analyze the difference:

∥∇L(θ1)−∇L(θ2)∥ =
∥∥∥∥∥

2

Mtr

Mtr∑

m=1

Jm(fm, θ̃)
T (G(fm, θ1)− G(fm, θ2))

∥∥∥∥∥ , (30)

where θ̃ is an intermediate point between θ1 and θ2.
Using the submultiplicative property of norms,

∥∇L(θ1)−∇L(θ2)∥ ≤
2

Mtr

Mtr∑

m=1

∥Jm(fm, θ̃)T∥ · ∥G(fm, θ1)− G(fm, θ2)∥. (31)
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If G is Lipschitz with constant LG, i.e.,

∥G(fm, θ1)− G(fm, θ2)∥ ≤ LG∥θ1 − θ2∥, (32)

and the Jacobian is bounded such that ∥Jm(fm, θ̃)T∥ ≤ Jmax, then

∥∇L(θ1)−∇L(θ2)∥ ≤
2JmaxLG
Mtr

Mtr∑

m=1

∥θ1 − θ2∥. (33)

Thus, setting Ls = 2JmaxLG, we obtain the desired Lipschitz condition.
The impact of activation functions on smoothness is significant:

• ReLU: Since it is piecewise linear, it can introduce non-smooth points where the
gradient is discontinuous [9].

• Sigmoid and Tanh: These functions ensure smoothness but suffer from vanishing
gradients, making optimization difficult [10].

Thus, the choice of activation functions plays a crucial role in maintaining smoothness
while ensuring effective gradient-based optimization.

Overall, the interplay between convexity and smoothness in the loss function significantly
influences optimization efficiency. These properties aids in selecting suitable training
strategies, such as adaptive gradient methods, second-order optimization techniques, and
appropriate regularization schemes to enhance convergence stability.

5 RESULTS

In this chapter, we present the experimental results that evaluate the performance of our
proposed approach. For this purpose, we utilize two images with irregular forms. The
process begins with image processing and mesh generation, followed by finite element
method (FEM) simulations to create reference data, and concludes with the MAgNET
simulation.
Our process starts by reading an input image, which is then converted to a binary image
using Otsu’s thresholding. Contours are detected from the binary image, and the contour
representing the object of interest is selected. This contour defines the object’s boundary,
which is used for mesh generation. The mesh is generated using the method described in
Chapter 3.
Figure 1a shows the generated mesh overlaid on the original image for Image 1, with the
boundary points highlighted and the triangulation clearly visible. Similarly, Figure 1b
illustrates the mesh for Image 2.
To create these meshes, we used the parameters presented in Table 1.

349
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(a) Mesh overlay on the first image, show-
ing the extracted boundary and Delaunay
triangulation.

(b) Mesh overlay on the second image, dis-
playing the refined mesh with Delaunay tri-
angulation.

Figure 1: Meshes generated for two different images after applying Delaunay triangulation.

A FEniCS mesh is then constructed from the transformed points and the validated tri-
angles. This mesh serves as the computational domain for our elasticity simulation. The
mesh will be transferred to the neural network using the corresponding adjacency matrix.
For the FEM simulation, we define a two-dimensional elasticity problem using a linear
elastic material model. The material properties are characterized by Young’s modulus
and Poisson’s ratio. Boundary conditions are applied on the left boundary to fix the dis-
placement, and a subset of nodes is designated as fixed to simulate additional constraints.
Random force values are applied to specific nodes (representing force application points)
to generate a variety of simulation scenarios. For each simulation, the weak form of the
elasticity problem is assembled and solved using a direct solver, yielding the displacement
field across the mesh.
To create the dataset, multiple simulation samples are generated. For each sample, the
resulting displacement field is extracted and stored, while the applied force vectors are
recorded as features. The displacement results are concatenated into a single vector for
each sample, and the entire dataset is split into training and testing subsets. These data
arrays are then saved to CSV files for subsequent deep learning tasks.
Table 1 lists the key parameters used throughout the process for two images.
With the FEM-generated dataset and corresponding mesh connectivity now available, we
proceed to implement the MAgNET deep learning framework.
The MAgNET simulation begins with data preprocessing, where the FEM-generated dis-
placement and force data are formatted for input into the network. The model is then
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Table 1: Key parameters used for Image-to-Mesh Conversion, FEM Simulation, and
Dataset Creation for two images.

Parameter Image 1 Image 2 Description
Number of Boundary Points 20 35 Points uniformly sampled

along the contour.
Number of Interior Points 15 25 Interior points are uni-

formly sampled from within
the contour.

Minimum Distance (Interior) 10 10 Minimum separation be-
tween interior points.

Minimum Distance to Boundary 15 10 Minimum separation of
interior points from the
boundary.

Young’s Modulus, E 500 600 Elastic modulus used in the
FEM simulation.

Poisson’s Ratio, ν 0.3 0.3 Material Poisson’s ratio
used to derive the Lamé
parameters.

Number of FEM Samples 5000 5000 Total number of simulation
samples generated for the
dataset.

Force Range 8 to 12 8 to 12 Range of force values ap-
plied at designated force
nodes, in Newton.

trained on the training subset of the dataset, optimizing its parameters to minimize the
error between the predicted displacements and the FEM reference values.
After training, we evaluate the performance of MAgNET on the testing subset. Figure 2
shows a comparison between the displacement fields predicted by MAgNET for Image 1
and those obtained from FEM simulations for a representative sample. Similarly, Figure 3
presents the corresponding comparison for Image 2.
The results demonstrate that MAgNET accurately reproduces the displacement patterns,
offering a substantial improvement in computational efficiency over conventional FEM
methods.
These findings suggest that MAgNET is a promising alternative for rapid, image-based
assessment of material behavior, with significant potential for real-time monitoring and
design optimization in engineering applications.
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(a) FEM displacement field for Image 1. (b) MAgNET-predicted displacement field
for Image 1.

Figure 2: Comparison of displacement fields for Image 1: FEM simulation versus MAg-
NET predictions.

(a) FEM displacement field for Image 2. (b) MAgNET-predicted displacement field
for Image 2.

Figure 3: Comparison of displacement fields for Image 2: FEM simulation versus MAg-
NET predictions.

6 CONCLUSIONS

In this work, we developed a comprehensive workflow that integrates image processing,
mesh generation, FEM simulations, and a deep learning framework (MAgNET) to predict
displacement fields directly from image data. Our experimental results demonstrate that
the MAgNET framework is capable of closely reproducing the displacement fields obtained
via traditional FEM simulations, while significantly reducing computational overhead.
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This approach has the potential to enable rapid, image-based assessments of material
behavior, which is particularly beneficial for real-time monitoring and design optimization
in engineering applications.
Despite the promising results, certain limitations were identified, such as challenges in
mesh quality for highly irregular shapes and the dependency on specific simulation pa-
rameters. Future research could address these limitations by refining the mesh generation
process, exploring alternative deep learning architectures, and extending the methodology
to a wider variety of materials and loading conditions.
Overall, this study contributes a novel method for coupling traditional simulation tech-
niques with advanced neural network models, paving the way for more efficient and ac-
cessible simulation tools in engineering practice.
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Abstract Railway vehicle crashworthiness relies on crush zone structures to absorb impact 

energy during collisions. Due to the high costs of full-scale crash tests, numerical models, 

particularly multibody methods, have been widely used for their accuracy and effic iency. 

Traditional approaches use plastic-hinge models requiring specialized software, as 

general-purpose multibody tools lack nonlinear crushing models. This study proposes a 

spring-cable crushing multibody model for broader applicability in such software. The 

proposed crushing model was implemented using a linear spring model and a cable model 

which are updated with a spring stiffness corresponding to the current deformation state of 

the energy absorbing structure and a cable deformation length that prevents the spring 

elastic recovery. The model was validated using a real railway crash scenario, where a 

moving train collides with stationary cars. Simulation results accurately capture the 

nonlinear crushing dynamics, showing strong correlation with experimental data in terms 

of velocity and energy absorption. These findings demonstrate the model’s suitability for 

railway crashworthiness design. 
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